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Abstract
This study investigates the nexus of bank credit and economic growth in Indonesia, reveals the sectoral base by individual intercept, and assesses too much financing through the financial deepening ratio. Exploring data from 14 sectoral economics in the 2011-2020 annual period and tackling the research objectives by applying panel regression of the fix effect model, the result shows that bank credit drives economic growth; six sectors had positive intercepted, and the rest were negative. Meanwhile, the financial deepening coefficient indicates too much financing phenomenon; therefore, elective bank credit needs to escalate.
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1. Introduction

Discussions about the importance of an established financial system and its intermediary role in promoting economic development have dominated the literature over the past few decades (Bayoumi & Melander, 2021; Beck et al., 2007; Marc et al., 1970; Sanaphanh & Sethapramote, 2021). King & Levine (1993), who sampled 77 countries, showed that the growth of the financial sector not only follows economic growth but also drives and leads growth itself. Rousseau & Wachtel (2002) found robust evidence through panel data regression of 84 countries from 1960 to 1995 that financial depth and resilience positively impact economic growth. The literature also highlights credit as a leading financial instrument for driving growth (Bui, 2020; Ivanovic, 2016; Liang, 2016). The distribution of productive credit, both as working capital and investment, fuels production factors, increases production scale, creates more jobs, and ultimately generates additional aggregate supply and demand (Malik et al., 2021; Sipahutar, 2016). Scholars have shown interest in the credit-growth nexus through various approaches and models, including a sectoral perspective. Sectoral analyses conducted in several countries worldwide can be found in the research by Akpansung & Babalola (2011), Alzyadat (2021), and Ananzeh (2016).

However, studies specifically examining sectoral growth relationships in Indonesia are limited; one comprehensive study was conducted by the Financial Services Authority (2015), but it did not reveal the sectoral base. Investigating the sectoral base is crucial because assuming each bank credit has the same effect on the economy, a heterogeneous sectoral base will yield different aggregate outputs and elasticities. Additionally, this study adopts the approach of Arcand et al. (2015), Samargandi et al. (2015), Soedarmono et al. (2017), and Zhu et al. (2020), which utilize the financial deepening ratio as an indicator of the phenomenon of excessive financing.

This study contributes to the literature on the credit-growth nexus from a sectoral perspective, investigates the phenomenon of excessive financing, and provides empirical evidence regarding the linkage between the sectoral base, GDP share, and credit proportion. From a policymaker’s point of view, the study can serve as a reference for alternative strategies to optimize growth potential through various policies, ranging from fiscal measures to inclusive monetary policy.

The paper is organized as follows: the second part presents the research method, including the model construction and data; the fourth part discusses the results; and the final part concludes the study.

2. Method

Financial Deepening

We use the bank credit to GDP nominal ratio as a proxy for financial deepening ($\phi$), as formulated in equation (1); the use of this ratio follows Arcand et al. (2015), Samargandi et al. (2015), Soedarmono et al. (2017), and Zhu et al. (2020), which applies the financial deepening as an indicator to evaluate too much financing phenomenon.

$$\phi_t = \frac{C_t}{Y_t}$$  \hspace{1cm} (1)
Data
Economic growth and bank credit are classified into 14 main sectors; this classification results from the elaboration of data released by the Central Statistics Agency as a source of GDP and the financial services authority as the official provider of data on banking credit in Indonesia. The details of the 14 sectors show in Table 1. Barro (2013), Rousseau & Wachtel (2002), and Thanh (2015), this study involves the inflation variable as the first control variable. There is a possibility that a high inflation regime will lead to inefficient credit due to increased production costs and decreased purchasing power. Hereinafter, due to the findings of growth sensitivity to exchange rate volatility, especially in the manufacturing sector Financial Services Authority (2015) and several other studies that place the exchange rate as one of the control variables of credit-growth nexus (Barguellil et al., 2018; Handayani & Oktavia, 2018; Karahan, 2020), the exchange rate is also added as the second control variable. Theoretically, for commodity-exporting countries such as Indonesia, the rupiah depreciation can be a positive catalyst for export acceleration, impacting increasing growth. However, because Indonesia still relies on imports, especially for industrial needs, fluctuations can negatively affect it. Unlike (Akpansung & Babalola, 2011), which involves the interest rate variable as one of the explanatory variables, this study follows the IS curve theory, where the level of bank credit already represents the interest rate.

Table 1. Classification of economic sectors

<table>
<thead>
<tr>
<th>Sector</th>
<th>Members of sector</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Agriculture</td>
<td>Agriculture, forestry, and fisheries</td>
</tr>
<tr>
<td>2 Mining</td>
<td>Mining and quarrying sector</td>
</tr>
<tr>
<td>3 Manufacturing</td>
<td>Manufacturing</td>
</tr>
<tr>
<td>4 Energy</td>
<td>Procurement of electricity, gas, water, garbage, waste and recycling</td>
</tr>
<tr>
<td>5 Construction</td>
<td>Construction</td>
</tr>
<tr>
<td>6 Trade</td>
<td>Wholesale and Retail Trade; Car and Motorcycle Repair</td>
</tr>
<tr>
<td>7 Food</td>
<td>Food and beverage accommodation</td>
</tr>
<tr>
<td>8 Transportation and Communication</td>
<td>Transportation and Warehousing, Information and Communication</td>
</tr>
<tr>
<td>9 Finance</td>
<td>Financial and insurance services</td>
</tr>
<tr>
<td>10 Real estate</td>
<td>Real estate and corporate services</td>
</tr>
<tr>
<td>11 Government administration</td>
<td>Government Administration, Defense and Mandatory Social Security</td>
</tr>
<tr>
<td>12 Education</td>
<td>Education services</td>
</tr>
<tr>
<td>13 Health</td>
<td>Health Services and Social Activities</td>
</tr>
<tr>
<td>14 Other services</td>
<td>Other services</td>
</tr>
</tbody>
</table>

This study uses annual data for the period 2011-2020. Sectoral data of real GDP as a proxy for economic growth obtained from Central Statistics Agency; sectoral bank credit data from financial services authority; data of inflation and the rupiah exchange rate against the USD are obtained from the Bank of Indonesia's report and taken in
Meanwhile, the financial deepening ratio is obtained by dividing the credit by GDP in the same year follows equation (1).

**Econometric model**

Refer to one of the study’s objectives is to reveal different characteristics of fundamental growth in each sector and consider the panel data availability. Theoretically, at least two models can be used: panel data regression using the Fix effect least square dummy variable (LSDV) method or the Fix Effect Model (FEM), which follows equation (2), and the random effect model (REM) such as equation (3). Because the available data are short panel data, the observation period is smaller than the number of cross-sections, it is possible estimating using FEM and REM has a significant difference; in REM, the intercept formed is a random cross-sectional component, while in FEM, we assume that the component is fixed.

\[ Y_t = \delta_h + \sum_{j=1}^{m} \beta_j x_{j,t} + w_{j,t} \]  
\[ Y_t = \delta + \sum_{j=1}^{m} \beta_j x_{j,t} + w_{j,t} \]

Notes: \( i \) represents the coefficient of exogenous variable \( j \), \( t \) and \( h \) represent times of \( t \) and sector of \( h \), respectively; \( \delta_h = \delta + \epsilon_h \) and \( w_{j,t} = \epsilon_h + u_{j,t}, \epsilon_t \sim N(0, \sigma^2) \)

We conducted the Hausman test to select the best model, with the null hypothesis assuming that the FEM and REM estimators have no difference. When the null hypothesis is rejected, there is a possibility that the random effect is correlated with one or more of the independent variables. In this case, FEM is better and vice versa. When FEM is selected, the next step is to test the classical assumptions, including multicollinearity and heteroscedasticity. At the same time, if the best model obtained is REM, normality and multicollinearity tests are carried out. When the formed model does not pass one or all of the assumptions test, an elimination of exogenous variables indicated to cause the problem will be carried out. After the best model is obtained, the analysis stage is continued by calculating the intercept of each sector. A positive intercept indicates that the sector has a higher average growth rate and can interpret as having mature economic fundamentals and vice versa. Sectors with a negative intercept may have credit saturation due to an excessively high credit to GDP ratio or low natural inelasticity in credit conversion to growth. Refer to Equations (2)-(3); considering the construction of the research model and data type, the models in this study followed equation (4) for FEM and equation (5) for REM.

\[ \ln Y_t = \delta_s + \beta_2 \ln credit_t + \beta_3 fd_t + \beta_4 \ln er_t + \beta_5 inf_t + u_{s,t} \]  
\[ \ln Y_t = \delta + \beta_2 \ln credit_t + \beta_3 fd_t + \beta_4 \ln er_t + \beta_5 inf_t + w_{j,t} \]

Notes: credit, fd, er, and inf respectively are represented bank credit, the financial deepening, exchange rate, and inflation.
Table 2. Regression Results of FEM and REM

<table>
<thead>
<tr>
<th>Dependent Variable: GDP real (growth)</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Independent Var.</strong></td>
<td>Model 1</td>
</tr>
<tr>
<td><strong>Method</strong></td>
<td>Fix effect</td>
</tr>
<tr>
<td><strong>Independent Var.</strong></td>
<td>Fix effect</td>
</tr>
<tr>
<td>Bank Credit</td>
<td>0.110*</td>
</tr>
<tr>
<td>Fin. Deep.</td>
<td>-0.181*</td>
</tr>
<tr>
<td>Exc. Rate</td>
<td>0.560*</td>
</tr>
<tr>
<td>Inflation</td>
<td>-0.018*</td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.993</td>
</tr>
<tr>
<td>F-statistic (Prob.)</td>
<td>1220.567 (0.000)</td>
</tr>
<tr>
<td>Mean dependent Var.</td>
<td>12.985</td>
</tr>
<tr>
<td>S.D dependent Var.</td>
<td>0.920</td>
</tr>
</tbody>
</table>

Hausman Test

| Chi-Sq. Statistic | 49.326 | 43.433 |
| Prob.             | 0.000  | 0.000  |

Selected Model
- Panel Least Square (Fix effect)

Notes: ***, **, * indicate significance level at 10%, 5% and 1%, respectively.

3. Empirical Result

By running the analysis through panel data regression, we find that the FEM is the best model in Model 1. Still, there are heteroscedasticity symptoms that are indicated by the correlation between the inflation variable and residuals, so there is a possibility that the model is not efficient. Therefore, we construct Model 2 by eliminating the inflation variable. As well as model 1, the regression results from model 2 show that the FEM is the best model than REM; the conclusion is based on the p-value of the Hausman test, which is less than 0.05, as seen in Table 2. As a further matter, based on Table 3, the model is free from heteroscedasticity, which is indicated by the absence of correlation between residues and exogenous variables. Model 2 is free from multicollinearity, as shown in Table 4. The F-statistic shows that model 2 is simultaneously significant and the R-squared and Adjusted R-squared values are close to 1; the exogenous variables can explain well the endogenous variables. Hence, model 2 can be considered reliable for forecasting and inferential interpretation.
As seen in Table 2, this research supports various theoretical and empirical literature that declares that bank credit is an engine of growth (Ivanovic, 2016; King & Levine, 1993; Liang, 2016; Rousseau & Wachtel, 2002). Although credit positively impacts economic growth, we find that eight of the 14 sectors classified have negative intercept values (see Fig. 1). Because the intercept is the expected average value of the endogenous variable when all exogenous variables are equal to zero, the diversity of sectoral intercept values represents each sector’s heterogenous fundamentals of economic development. Although the marginal value of credit conversion to growth is the same for each sector, a larger sectoral intercept will generate a higher aggregate output and elasticity. Thus, when the negative intercept value of the sector can be reduced, and the positive intercept can be enlarged, it will cumulatively increase the national economic growth. Kreamer (2019) found that an exclusive reliance on monetary policy to stabilize the economy generally results in inefficient sectoral volatility. Therefore, an inclusive monetary policy is also needed apart from sectoral-based fiscal policy.
Figure 1. Sectoral intercept, the average share of GDP, the average proportion of credit, and the average financial deepening ratio for each sector in 2011-2020.

The energy sector has the lowest intercept value. Moreover, according to the financial deepening ratio, this sector is the least efficient in turning credit into growth. Nevertheless, the energy supply is the backbone of other sectors, and the certainty of energy supply takes precedence over the calculation of investment returns. Besides, the energy sector is run by state-owned firms. As an implication, we find no evidence that the problem of low credit conversion to growth is caused by collateral issues or tight monetary policy, such as finding conducted by Bosi et al. (2016); Motta (2020); and Nanziri & Wamalwa (2021). However, the low conversion rate is solely based on the sectoral characteristic and government policy of the sector concerned, which may tend to be inelastic in responding to credit; conditions in Nigeria also show that the oil and gas sector tends to inhibit growth (Akpansung & Babalola, 2011). The sectors that also
receive our notable highlights are agriculture; this sector holds the second-largest intercept under manufacturing. On another side, the agricultural sector is one of the four leading sectors of credit recipients and GDP contributors. This finding indicates that Indonesia is on the right line to optimizing its agricultural and marine potential. In comparison, studies from KSA (Alzyadat, 2021) and Pakistan (Iftikhar et al., 2020) show that banking credit in the agricultural sector cannot encourage growth.

The financial deepening variable regression results have consistent arrows in both model 1 and model 2, which are significantly negative (See Table 4); In general, there is an indication of too much financing during the observation period. Also, in Fig. 1, we can see that three of the four sectors with the largest sectoral intercept are not included in the top four sectors with the highest financial deepening ratio. Meanwhile, suppose we address the financial deepening threshold of 39%, as advocated by Soedarmono et al. (2017). In that case, the big four of sectoral intercept outside Trade still have room to increase the amount of credit absorption. Conversely, most sectors with negative intercepts other than education, Transportation & Communication have a higher financial deepening. Our finding also found that the four sectors with the largest sectoral intercepts are listed on the top four shares of GDP and the proportion of credit disbursement.

The exchange rate has a significant positive coefficient; this indicates that during the observation period, the weakening of the rupiah was still within reasonable limits; not only did it not disrupt the economy, but statistically, the weakening of the rupiah was still driving growth. An overly weak exchange rate will almost certainly boost commodities exports from Indonesia, which will support the agriculture sector, but it will damage the manufacturing sector, whose majority of components still rely on exports (Barguellil et al., 2018; Karahan, 2020; Zuhroh et al., 2021). In addition, the exchange rate stability is the main issue; exchange rate volatility will increase uncertainty and cause additional costs for firms in risk management, especially related to financing in foreign currencies; this will undoubtedly suppress the pace of business expansion.

4. Conclusions
Based on the constructed models, it is evident that bank credit has a significant impact on growth. The coefficient of financial deepening is found to be negatively significant, indicating the presence of the phenomenon of excessive financing. This result reinforces the need for selective credit allocation in Indonesia to optimize growth. One strategy that can be employed is the provision of more targeted credit, particularly to sectors with high financial deepening, while also expanding bank credit to sectors with higher sectoral intercepts. Additionally, considering the heterogeneity of the intercept across industries, we argue that government intervention to strengthen the lower sectoral base in each sector should be implemented in conjunction with an inclusive monetary policy.

Funding: This research received no specific grant from any funding agency in the public, commercial, or not-for-profit sectors.
Competing Interests: The authors declare that they have no competing interests.
Authors' Contributions: All authors contributed equally to the conception and design of the study

5. References


