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1. Introduction

Inventory is one of the main factors that become a problem in the production process [1]. Inventory is usually considered an asset in the company [2]. Since economic order quantity (EOQ) supply control was introduced in 1912, many researchers have developed models for solving various supply problems [3] [4] [5]. Conventionally, the economic lot size of the raw material is determined separately from the finished product. This decision leads to the resulting sub-optimization solution [6]. The demand for raw materials depends on the production plan for the finished product [7]. Because of this, Goyal [8] was the first researcher to develop the Economic Order Quantity (EOQ) formula into an Integrated Procurement-Production (IPP) system. In this IPP model, the
procurement-production system is related to effective management, from the goods flow of raw materials to finished products distributed to customers [9].

There are several studies related to the IPP inventory model that are of concern to researchers. Several inventory models have been developed to overcome this problem. Goyal and Deshmukh [10] develop a model of the IPP system in Just In Time environment. Fauza, et al. [6] develop a procurement-production model that considers the decline in product quality. The reduction in the procurement-production inventory model is also proposed for food products [11]. In addition, Vaziri, et al. [12] conduct a study by integrating EOQ with Economic Production Quantity by considering limited warehouse capacity. Several studies have also developed integrated inventory models for single-product systems [8] [13] [14]. Tarhini, et al. [15] develop a single vendor-integrated production inventory model with shipping. Research with a decision of integration results optimally in supply chain system [16] [17] [18].

Most of the studies used heuristic procedures [10] [8] and Genetic Algorithm (GA) procedures [11] [12] [19] [20] [21] [22]. Several other studies have proposed the Simulated Annealing procedure [23]. Popular genetic algorithms are used to solve optimization problems. An example is Leuvenano, et al. [24] utilizing a genetic algorithm in an integrated procurement-production system with a combination of a just-in-time delivery system. For the most part, researchers develop models with the objective function of minimizing total costs [21] [25] [26] [27]. In addition, many studies investigated are for single-stage production problems [10] [8]. To the author's knowledge, no previous research has examined the problem of a two-stage production IPP system model. Whereas in the IPP system, two-stage production problems are often encountered in the industry.

Based on the description above, this study aims to develop an IPP model to maximize total profit. In this study, a two-stage production IPP mathematical model is proposed. The model developed aims to provide solutions to the inventory of raw materials, goods in process, and finished products. The model is following the actual situation that occurs. This study also proposes the Dragonfly Algorithm (DA) as an algorithm for solving problems. Dragonfly Algorithm is a new meta-heuristic optimization technique to solve single, discrete, and multi-purpose problems [28]. There are no researchers who have used the Dragonfly Algorithm to solve IPP problems. Dragonfly Algorithm is used to find maximum profit based on decision variables (frequency of ordering raw materials, frequency of delivery of finished products, and production cycle times). This study's contributions are 1) providing a proposed IPP model for two-stage production; (2) proposing the DA algorithm as a solution finding procedure. This research is expected to close the gap in managing IPP inventory, especially two-stage production.

This paper's structure is presented as follows: assumptions, notations, mathematical models, algorithmic models, data collection, and experimental procedures are presented in section 2. The effect of iteration parameters and DA population on profit and the effect of changes in decision variables on profit is presented in the results and discussion of section 3. Conclusions and suggestions are presented in section 4.

2. Methods

2.1 Description, Assumption, and Notation Problems

An illustration of the IPP two-stage production problem is presented in Fig. 1. Raw materials are processed at the \( p_1 \) production rate. From this stage, the semi-finished material (WIP) is produced. The second manufacturing stage is the production process.
The production process requests as much \( d_1 \) semi-finished material. The semi-finished material is processed at the \( p_2 \) production rate. Because it is assumed that one unit of the finished product requires one unit of half-finished material, so \( d_1 \) is equal to \( p_2 \). From the second stage, as many \( d_2 \) finished products are produced. In the two-stage manufacturing process, raw materials are sent \( m \) times.

![Fig. 1. Two-Stage System in Manufacture](image)

In Fig. 2 it is explained that the factory places orders for raw materials by the \( (q_0) \) number of orders and the \( q_0/d_0 \) order cycle. The production rate of the first process is \( p_1 \). Since it is assumed that one unit of semi-finished material requires one unit of raw material, so \( d_0 \) is equal to \( p_1 \). Therefore, the ordering cycle is the same as \( q_0/p_1 \). Furthermore, the inventory of semi-finished materials, where the raw materials are processed into WIP materials during \( Tp_1 \) (\( TP_1 = Q_1/p_1 \), in which \( Q_1 \) is the quantity with the production rate \( p_1 \)). During \( TP_2 \), the number of WIP will run out continuously. \( I_{max} \) on the WIP system is the same as \( (p_1 - p_2) * Q_1/p_1 \). In the finished product inventory at the factory, WIP is processed at \( (p_2) \) production rate within production limits \( TP_2 \) to meet demand during production \( (T) \), or \( Q_2 = d_2 * T \) that \( TP_2 \) is equal to \( d_2 * T/p_2 \). The finished product is shipped in batches (by \( q_2 \) transfer batch size) of \( n \) times during production. Therefore, the finished product order cycle in retailer is equal to \( q_2/d_2 \).

The Integrated Procurement Production (IPP) model aims to provide a policy for supplying raw materials, in-process products, and finished products. Fauza, et al. [29]. The development of the IPP system model needs to determine the assumptions and notations used. The assumptions of this supply model are:

1. The production rate and the level of demand are constant and deterministic where \( p_1 > p_2 > d_2 \)
2. Shortage and backorder are not allowed
3. Ignoring waiting time transportation
4. There is no loss of quality
5. One finished product requires one WIP unit, and one WIP unit requires one raw material

Fig. 2. Integrated Procurement-production Inventory System
The notation used in this problem is:

- $p_1$: production rate of semi-finished products production (units/month)
- $p_2$: production rate of finished products production (unit/month)
- $d_0$: the number of raw material demands (units/month)
- $d_1$: the number of demands for semi-finished products (units/month) in which $d_1 = p_2$
- $d_2$: the number of demands for finished products (units/month)
- $c_{sale}$: the cost of finished product purchase from retailer to the company (IDR/order)
- $c_0$: the cost of raw material purchase (IDR/order)
- $c_1$: the cost of semi-finished product processing (IDR/unit)
- $c_2$: the cost of finished products processing (IDR/unit)
- $A_0$: the cost of shipping transportation of raw material (IDR/time unit)
- $A_1$: the cost of shipping transportation finished goods (IDR/time unit)
- $S_1$: the cost of setup of semi-finished products processing (IDR/time unit)
- $S_2$: the cost of setup of finished products processing (IDR/time unit)
- $H_0$: the cost of raw materials storing (IDR/time unit)
- $H_1$: the cost of semi-finished products storing (IDR/time unit)
- $H_2$: the cost of finished products storing (IDR/time unit)
- $I_0$: the average of raw material inventory (unit)
- $I_1$: the average of semi-finished products inventory (units)
- $I_2$: the average of finished products inventory (units)
- $R_{ret}$: the total retail revenue/income (IDR/time unit)
- $P_{max}$: product price at maximum (IDR)
- $TC_0$: the total cost of raw material inventory system (IDR/time unit)
- $TC_1$: the total cost of finished products inventory system (IDR/time unit)
- $TC_2$: the total cost of half-finished products inventory system (IDR/time unit)
- $JTC$: the total cost of the integrated inventory system (IDR/time unit)
- $JTR$: the total revenue/income of integrated inventory system (IDR/time unit)
- $JTP$: the total profit of the integrated inventory system (IDR/time unit)
- $m$: frequency of raw materials demands (times/demand)
- $T$: time during the production cycle (one time)
- $n$: frequency of finished products shipping (times/time unit)

### 2.2 Model Development

This section describes the development of an IPP system model to maximize profit. The development of a mathematical model of the problem can be formulated as follows:

1. $I_0 = \frac{d_0^T}{2mp_1}$  
2. $I_1 = \frac{d_2(p_1 - p_2)d_2T}{2p_1p_2}$  
3. $I_2 = \frac{d_2T}{2n}(\frac{d_2}{p_2}(2 - n) + (n - 1)) + \frac{d_2T}{2n}$  
4. $TC_0(m, T) = c_0p_1 + A_0 \frac{m}{T} + H_0 \frac{d_0^T}{2mp_1}$
$$TC_1(T) = c_1d_1 + \frac{S_1}{T} + H_1 \frac{d_2(p_1-p_2)d_2T}{2p_1p_2}$$ \hspace{1cm} (5)$$

$$TC_2(T,n) = c_2d_2 + \frac{S_2}{T} + H_2 \left( \frac{d_2T}{2n} \left( \frac{d_2}{p_2} (2-n) + (n-1) \right) \right) + \frac{d_2T}{2n} + A_1 \frac{n}{T}$$ \hspace{1cm} (6)$$

$$JTR(T,n) = c_{sales}d_2 + \sum_{i=1}^{n} R_{ret,i}(T,n)$$ \hspace{1cm} (7)$$

Equation (1) - (3) performs an average inventory starting from \((I_0)\) raw materials, \((I_1)\) in-process products, and \((I_2)\) finished products. Equation (4) calculates the cost system of total raw material inventory, which consists of raw material purchase costs, transportation costs of raw material delivery, raw material storage costs, and the cost of decreasing raw material quality. Equation (5) is the calculation of the total cost of in-process products. The cost of finished product inventory is done by adding up WIP costs, installation costs for finished processing products, storage costs for finished products, transportation costs of finished product delivery, and finished product purchases as in equation (6). Meanwhile, equation (7) is the calculation of the total income in an integrated inventory system.

From equations (1) - (7), the total profit of the integrated inventory system can be calculated by using the following mathematical model:

Objective function

Max \( JTP(m,T,n) = JTR(T,n) - (TC_0(m,T) + TC_1(T) + TC_2(T,n)) \) \hspace{1cm} (8)$$

Constraint

\[ P \geq D \] \hspace{1cm} (9)
\[ T > 0 \] \hspace{1cm} (10)
\[ m,n > 0 \text{ (integer)} \] \hspace{1cm} (11)$$

Equation (8) is the objective function in the model development of the IPP system. This objective function aims to determine the maximum total profit. Equation (9) - (11) is a delimiting function.

2.3 Dragonfly Algorithm

This study proposes the Dragonfly Algorithm method to help solve problems. Dragonfly Algorithm is an algorithm that is inspired by the behavior of dragonflies. Dragonflies are luxurious insects. There are nearly 3000 different species of these insects worldwide [28] [30] [31] [32]. The main inspiration of the DA algorithm comes from clustered behavior in static and dynamic manners. These two clustering behaviors are very similar to the two main phases of optimization using meta-heuristics: exploration and exploitation [30]. The notations needed in Dragonfly Algorithm include:

\[ Si \] : the avoidance of static collisions from one individual to another
\[ Ai \] : indicates the suitability of an individual’s velocity for another in the environment
\[ Ci \] : the tendency of the individual towards the center of the environment mass
\[ Fi \] : attraction to food sources
\[ Gi \] : disturbance of enemy emersion
ΔX\textsubscript{t+1} : the direction of the dragonfly movement
X\textsubscript{t+1} : calculation of Xt, and ΔX\textsubscript{t+1}
Levy(x) : the dragonfly flying direction around the search room using a random path

Dragonflies form sub-swarm and fly over different areas in static swarms, which is the main objective of the exploration phase. However, dragonflies fly in larger groups and together in one direction, advantageous in the exploitation phase. These two phases are mathematically implemented in the following sections:

\begin{equation}
S_i = -\sum_{j=1}^{N} X - X_j
\end{equation}

Wherein X is the individual's current position, Xj shows the position of the individual neighbor j-th, and N is the number of individual neighbors.

\begin{equation}
A_i = \frac{\sum_{j=1}^{N} V_j}{N}
\end{equation}

Wherein Xj indicates the velocity of the individual neighbor j-th.

\begin{equation}
C_i = \frac{\sum_{j=1}^{N} X_j}{N} - X
\end{equation}

Wherein X is the individual's current position, N is the number of environments, and Xj represents the individual's position to the j neighbor.

\begin{equation}
F_i = X^+ - X
\end{equation}

Wherein X is the individual's current position, and X^+ indicates the position of the food source.

\begin{equation}
G_i = X^- + X
\end{equation}

Wherein X is the current position of the individual, and X^- indicates the enemy position.

\begin{equation}
\Delta X_{t+1} = (ss_i + aA_i + cC_i + F_i + eE_i) + \omega \Delta X_t
\end{equation}

Wherein s denotes the weight of the separation, Si shows the individual separation to i-th, a is the alignment weight, A is the alignment of the individual to i-th, c represents the weight of the cohesion, Ci is the cohesion of the individual to i-th, f is the food factor, Fi is the individual's food source to i-th, g is the enemy factor, Gi is the individual's enemy position to i-th, w is the inertia weight, and t is the iteration counter.

\begin{equation}
X_{t+1} = X_t + \Delta X_{t+1}
\end{equation}

Wherein t is the current iteration.

\begin{equation}
X_{t+1} = X_t + Levy(d) \times X_t
\end{equation}
Where \( t \) is the current iteration, and \( d \) is the dimension of the position vector.

\[
Levy(x) = 0.01 \times \frac{r_1 \times \sigma}{|r_2|^\frac{1}{\beta}}
\] (20)

Where \( r_1, r_2 \) are two random numbers in \([0,1]\), \( \beta \) is constant (equal to 1.5) in this case.

\[
\sigma = \left( \frac{\Gamma(1+\beta) \sin\left(\frac{\pi \beta}{2}\right)}{\Gamma\left(1+\frac{\beta}{2}\right) \Gamma\left(\frac{\beta}{2}\right)} \right)^{1/\beta}
\] (21)

Wherein \( \Gamma(x) = (x-1)! \)

The following is the pseudo-code used to maximize the JTP of Fig. 3

```
Initialize the dragonflies population \( X_i \) (i = 1, 2, ..., n)
Initialize step vectors \( \Delta X_i \) (i = 1, 2, ..., n)
while the end condition is not satisfied
    Calculate the objective values of all dragonflies
    Update the food source and enemy
    Update \( w, s, a, c, f, \) and \( g \)
    Calculate \( S, A, C, F, \) and \( G \) using Eqs. (12) to (16)
    Update neighbouring radius
    If a dragonfly has at least one neighbouring dragonfly
        Update velocity vector using Eq. (19)
        Update position vector using Eq. (20)
    else
        Update position vector using Eq. (20)
    end if
    Check and correct the new positions based on the boundaries of variables
end while
return \( X_a \)
```

Fig. 3. Pseudo-code Dragonfly Algorithm

In this two-stage IPP problem, the number of dimensions used is 3. This number is based on the decision variables \( m, n, \) and \( T \). \( m \) and \( n \) variables are discrete variables. While the \( T \) decision variable is a continuous value. This study proposes a continuous conversion of numbers to discrete, as illustrated in Fig. 4. For example, the conversion provision is that the value of \( m \) and \( n \) is an integer with a range of 1 to 100. At the same time, \( T \) is a continuous number with a range of 0 to 1. The \( m \) and \( n \) variables are rounded up if a decimal value is \( 0 \geq 0.5 \). Otherwise, it will be rounded down.
2.4 Experimental Data and Procedures

In this section, data collection and experimental procedures are described. A case study was conducted in a manufacturing company in Indonesia. There are several data parameters used in the study. The required data parameters consist of $p_1, p_2, d_0, d_1, d_2, c_{sale}, c_0, c_1, c_2, A_0, A_1, S_1, S_2, H_0, H_1, H_2,$ and $P_{max}$. In Table 1, the collection of data parameters used is presented.

Table 1. Data Collection

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1$</td>
<td>6</td>
<td>ton/month</td>
</tr>
<tr>
<td>$p_2$</td>
<td>5.7</td>
<td>ton/month</td>
</tr>
<tr>
<td>$d_0$</td>
<td>6</td>
<td>ton/month</td>
</tr>
<tr>
<td>$d_1$</td>
<td>5.7</td>
<td>ton/month</td>
</tr>
<tr>
<td>$d_2$</td>
<td>5.4</td>
<td>ton/month</td>
</tr>
<tr>
<td>$c_{sale}$</td>
<td>185,000,000</td>
<td>IDR/ton</td>
</tr>
<tr>
<td>$c_0$</td>
<td>70,000,000</td>
<td>IDR/ton</td>
</tr>
<tr>
<td>$c_1$</td>
<td>5,500,000</td>
<td>IDR/ton</td>
</tr>
<tr>
<td>$c_2$</td>
<td>7,000,000</td>
<td>IDR/ton</td>
</tr>
<tr>
<td>$A_0$</td>
<td>750,000</td>
<td>IDR/order</td>
</tr>
<tr>
<td>$A_1$</td>
<td>600,000</td>
<td>IDR/delivery</td>
</tr>
<tr>
<td>$S_1$</td>
<td>130,000</td>
<td>IDR/month</td>
</tr>
<tr>
<td>$S_2$</td>
<td>250,000</td>
<td>IDR/month</td>
</tr>
<tr>
<td>$H_0$</td>
<td>400,000</td>
<td>IDR/ton</td>
</tr>
<tr>
<td>$H_1$</td>
<td>550,000</td>
<td>IDR/ton</td>
</tr>
<tr>
<td>$H_2$</td>
<td>650,000</td>
<td>IDR/ton</td>
</tr>
<tr>
<td>$P_{max}$</td>
<td>197,000,000</td>
<td>IDR/ton</td>
</tr>
</tbody>
</table>

Fig. 4. Conversion of Decision Variable Value
The objective function of the IPP is to maximize the total system profit (Equation 8). This experiment uses a population and iteration number of 10, 50, and 100. The dimension meant here is the decision variables used in the IPP. There are three dimensions used, namely the frequency of raw materials demands (m), the frequency of the finished product delivery (n), and the time of production cycle (T). The upper and lower limits are used as the value limits for the decision variables. The optimal solution is also compared to the GA algorithm used, namely crossover rate of 0.7 and migration of 0.2 for every 20 generations, referring to the research of Nagib, et al. [33].

This research uses demand, production, and costs which can be seen in 2. The setting of the Dragonfly Algorithm (DA) parameter value consists of:

- Population: 100
- Iteration: 100
- The lower limit: [0 0 0]
- The upper limit: [10 10 1]

Experiments were carried out using the MATLAB R2014a software. After knowing the value of the decision variable that produces the best profit, an analysis of m, n, and T's values is carried out on the resulting profit. Analysis of the decision variables m and n was tried with ten different values. As for the T value, a sensitivity analysis was also carried out with a value range of 1 to 0.1844. The sensitivity analysis procedure is as follows: When one of the decision variables is changed, the other decision variables are set to the optimal decision variable value. This sensitivity analysis is used to determine the effect of the decision variable value on profit.

### 3. Results and Discussion

#### 3.1 Effect of Iteration and Population on Profit

The Dragonfly Algorithm (DA) method is used to process the data obtained in Table 2 using the MATLAB R2014a software. The results of the software calculation experiments are presented in Table 2.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Population</th>
<th>Objective Function Profit (IDR)</th>
<th>Decision Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>10</td>
<td>566,810,000</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>569,340,000</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>569,380,000</td>
<td>1</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>568,640,000</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>569,380,000</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>569,380,000</td>
<td>1</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>569,160,000</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>569,380,000</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>569,380,000</td>
<td>1</td>
</tr>
</tbody>
</table>
The experimental results in Table 2 shows that the profit increases when the population used is getting bigger. Conversely, when the population is used smaller, the profit generated will also be smaller. The biggest profit obtained was 569,380,000 IDR on 10, 50, and 100 iterations with a population of 100. Table 3 also shows decision (m), (n), and (T) variables. The decision variable in 50 iterations 100 population, 100 population 50 iterations, and 100 iterations and 100 population show the same results because the profit obtained is maximum.

The total profit calculation results using the Dragonfly Algorithm are equal to 569,380,000 IDR in the integrated inventory system. By using the company’s existing solution, the company’s profit is 560,740,000 IDR. Based on the results of the proposed solution, the efficiency is 1.52%. It shows that the total profit with Dragonfly Algorithm is more efficient.

### 3.2 Effects of Changes in m, n, and T on Total Costs

The effect of changes in m, n, and T on total costs is presented in Table 3 to Table 5. Sensitivity analysis is used to determine the effect of changes in (m), (n), (T) decision variables on TP, JTR, TC₀, TC₁, TC₂.

<table>
<thead>
<tr>
<th>m</th>
<th>TP</th>
<th>JTR</th>
<th>TC₀</th>
<th>TC₁</th>
<th>TC₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>569,380,000</td>
<td>1,063,800,000</td>
<td>421,910,000</td>
<td>31,559,000</td>
<td>40,951,000</td>
</tr>
<tr>
<td>2</td>
<td>569,060,000</td>
<td>1,063,800,000</td>
<td>422,230,000</td>
<td>31,559,000</td>
<td>40,951,000</td>
</tr>
<tr>
<td>3</td>
<td>568,390,000</td>
<td>1,063,800,000</td>
<td>422,900,000</td>
<td>31,559,000</td>
<td>40,951,000</td>
</tr>
<tr>
<td>4</td>
<td>567,630,000</td>
<td>1,063,800,000</td>
<td>423,660,000</td>
<td>31,559,000</td>
<td>40,951,000</td>
</tr>
<tr>
<td>5</td>
<td>566,840,000</td>
<td>1,063,800,000</td>
<td>424,450,000</td>
<td>31,559,000</td>
<td>40,951,000</td>
</tr>
<tr>
<td>6</td>
<td>566,020,000</td>
<td>1,063,800,000</td>
<td>425,270,000</td>
<td>31,559,000</td>
<td>40,951,000</td>
</tr>
<tr>
<td>7</td>
<td>565,200,000</td>
<td>1,063,800,000</td>
<td>426,090,000</td>
<td>31,559,000</td>
<td>40,951,000</td>
</tr>
<tr>
<td>8</td>
<td>564,370,000</td>
<td>1,063,800,000</td>
<td>426,920,000</td>
<td>31,559,000</td>
<td>40,951,000</td>
</tr>
<tr>
<td>9</td>
<td>563,540,000</td>
<td>1,063,800,000</td>
<td>427,750,000</td>
<td>31,559,000</td>
<td>40,951,000</td>
</tr>
<tr>
<td>10</td>
<td>562,700,000</td>
<td>1,063,800,000</td>
<td>428,590,000</td>
<td>31,559,000</td>
<td>40,951,000</td>
</tr>
</tbody>
</table>

From the results of the analysis in Table 3, the selected m variable is 1. When m is increased, the total profit (TP) will decrease, JTR is constant, TC₀ increases, TC₁ and TC₂ are constant. The m variable value affects the cost of TC₀. This result is in accordance with the research of Fauza, et al. [19]

From the results of the analysis in Table 4, the selected n variable is 2. When n is increased, the total profit (TP) will decrease, JTR, TC₀, and TC₁ remain constant, and TC₂ will increase. These results indicate that the n variable value affects TC₂ costs. This result is in accordance with the research findings of Fauza, et al. [19]. From the analysis results in Table 5, the optimal T variable is 0.8844. When T is lowered and increased from the optimal value of T, the total TP profit decreases.
Table 4. The effect of changes n on total costs (IDR)

<table>
<thead>
<tr>
<th>n</th>
<th>TP</th>
<th>JTR</th>
<th>TC_0</th>
<th>TC_1</th>
<th>TC_2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>568,550,000</td>
<td>1,063,800,000</td>
<td>421,910,000</td>
<td>31,559,000</td>
<td>41,784,000</td>
</tr>
<tr>
<td>2</td>
<td>569,380,000</td>
<td>1,063,800,000</td>
<td>421,910,000</td>
<td>31,559,000</td>
<td>40,951,000</td>
</tr>
<tr>
<td>3</td>
<td>569,210,000</td>
<td>1,063,800,000</td>
<td>421,910,000</td>
<td>31,559,000</td>
<td>41,125,000</td>
</tr>
<tr>
<td>4</td>
<td>568,780,000</td>
<td>1,063,800,000</td>
<td>421,910,000</td>
<td>31,559,000</td>
<td>41,552,000</td>
</tr>
<tr>
<td>5</td>
<td>568,250,000</td>
<td>1,063,800,000</td>
<td>421,910,000</td>
<td>31,559,000</td>
<td>41,952,000</td>
</tr>
<tr>
<td>6</td>
<td>567,670,000</td>
<td>1,063,800,000</td>
<td>421,910,000</td>
<td>31,559,000</td>
<td>42,079,000</td>
</tr>
<tr>
<td>7</td>
<td>567,070,000</td>
<td>1,063,800,000</td>
<td>421,910,000</td>
<td>31,559,000</td>
<td>43,263,000</td>
</tr>
<tr>
<td>8</td>
<td>566,440,000</td>
<td>1,063,800,000</td>
<td>421,910,000</td>
<td>31,559,000</td>
<td>44,524,000</td>
</tr>
<tr>
<td>9</td>
<td>565,810,000</td>
<td>1,063,800,000</td>
<td>421,910,000</td>
<td>31,559,000</td>
<td>45,169,000</td>
</tr>
<tr>
<td>10</td>
<td>565,160,000</td>
<td>1,063,800,000</td>
<td>421,910,000</td>
<td>31,559,000</td>
<td>45,169,000</td>
</tr>
</tbody>
</table>

Table 5. The effect of changes T on total costs (IDR)

<table>
<thead>
<tr>
<th>T</th>
<th>TP</th>
<th>JTR</th>
<th>TC_0</th>
<th>TC_1</th>
<th>TC_2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 0.9844</td>
<td>569,340,000</td>
<td>1,063,800,000</td>
<td>421,950,000</td>
<td>31,550,000</td>
<td>40,959,000</td>
</tr>
<tr>
<td>0.8844</td>
<td>569,350,000</td>
<td>1,063,800,000</td>
<td>421,940,000</td>
<td>31,551,000</td>
<td>40,955,000</td>
</tr>
<tr>
<td>0.7844</td>
<td>569,340,000</td>
<td>1,063,800,000</td>
<td>421,900,000</td>
<td>31,571,000</td>
<td>40,989,000</td>
</tr>
<tr>
<td>0.6844</td>
<td>569,210,000</td>
<td>1,063,800,000</td>
<td>421,920,000</td>
<td>31,588,000</td>
<td>41,088,000</td>
</tr>
<tr>
<td>0.5844</td>
<td>568,920,000</td>
<td>1,063,800,000</td>
<td>421,980,000</td>
<td>31,614,000</td>
<td>41,280,000</td>
</tr>
<tr>
<td>0.4844</td>
<td>568,400,000</td>
<td>1,063,800,000</td>
<td>422,130,000</td>
<td>31,652,000</td>
<td>41,621,000</td>
</tr>
<tr>
<td>0.3844</td>
<td>567,440,000</td>
<td>1,063,800,000</td>
<td>422,410,000</td>
<td>31,715,000</td>
<td>42,229,000</td>
</tr>
<tr>
<td>0.2844</td>
<td>565,610,000</td>
<td>1,063,800,000</td>
<td>422,980,000</td>
<td>31,827,000</td>
<td>43,384,000</td>
</tr>
<tr>
<td>0.1844</td>
<td>561,470,000</td>
<td>1,063,800,000</td>
<td>424,290,000</td>
<td>32,068,000</td>
<td>45,978,000</td>
</tr>
</tbody>
</table>

4. Conclusion

This study proposes a two-stage production of the IPP model to maximize profit. This study also proposes DA as a procedure to solve problems. The research results on the effect of DA parameters on profit show that the greater the iteration and population used, the more maximum the results will be obtained. The sensitivity analysis shows that the m, n, and T variables influence total profit. Some of the limitations of this study are the demand that is assumed to be constant and deterministic. In addition, backorders and shortages are not allowed. For further research, the stochastic characteristics of demand need to be examined in this study. The model needs to consider backorders and shortages.
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