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1. Introduction 

Delivering products at the right time begins with proper production scheduling. 

Scheduling is about deciding the sequence and resource allocation. This is especially true 

when considering multiple resources in our system [1]. The scheduling target varies from 

minimizing processing time, minimizing work in process and customer waiting time, and 

maximizing resource utilities and throughput. This research is motivated by a situation 

faced by a flexible manufacturing production system mentioned in [2] and [3]. During the 

planning stage, the management must decide on the production schedule. Multiple jobs 

must be scheduled, each of which needs several operation stages. These stages are 

associated with the feature creation sequence, making them strictly non-violated. Each 

job has different operation sequences. The system has multiple identical machining 

centers to process the jobs, each having a multi-process capability. The target of the system 

is minimizing the makespan. Research by [2] developed a mathematical model for this 
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 This research examined the scheduling of jobs with multiple 

stages unto identical parallel machines to minimize the 

makespan. The work is motivated by a Flexible Manufacturing 

System case that produces various parts and has multiple 

machining centers. Early research towards this system proposed 

a stage-by-stage independent scheduling, resulting in a non-

optimal solution. This study aimed to create a better solution for 

the system by developing a novel heuristic algorithm based on the 

classical longest processing time algorithm and simultaneously 

considering processing time for all stages when deciding the job 

sequencing and job-machine allocation. The algorithm is defined 

as Modified LPT for Multiple Identical Machine with Multi-

process Capability (M-LPT MIMMPC). We performed a numerical 

experiment to assess the algorithm's performance by 

incorporating various cases. We concluded that the resulting 

makespans are always better than LPT's theoretical bound for 

parallel machine scheduling. In some cases, it successfully gave 

an optimal value. Although the experiment scope was still limited, 

the algorithm showed promising performance results. 
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system's scheduling problem. They solved the model through an analytical approach but 

suffered inefficiency in computational time. Research by [3] proposed an ant colony 

optimization method to create a schedule for the same system. Although metaheuristic 

implementation has improved the efficiency of solution finding, LPT is still used to decide 

the job processing sequence at each stage. Therefore, further research should be done to 

improve the quality of the solution while maintaining computational efficiency, which is 

the aim of this research. 

Minimizing makespan on scheduling jobs unto identical parallel machines has been 

an interesting research topic for years. Implementing the heuristic method is often 

preferable because the problem is NP-Hard. The classic Longest Processing Time (LPT) 

algorithm is the most popular heuristic algorithm. This algorithm is known to generate a 

schedule with makespan satisfying error bound as much as 
4

3
−

1

3𝑚
 (with 𝑚 = the number 

of parallel machines available) [1]. On the other side, in terms of computational efficiency, 

LPT has also shown high computational efficiency [4]. A continuous effort has been 

conducted to improve the performance of LPT, such as done by [5-8]. Research by [5] 

modified the LPT algorithm for scheduling jobs into two uniform parallel machines, and 

it passed the makespan performance proposed by the classical LPT. Research by [6] 

proposed the iterative use of the LPT algorithm and presented a novel approximation 

algorithm for minimizing makespan, whereas [7] combined LPT with local search iteration 

and effectively reduced makespan value in more than 80% of the cases studied. Another 

heuristic approach was proposed by [8] after careful analysis of the classical LPT 

performance. Another approach taken was by applying the approximation method [9], 

metaheuristics such as Particle Swarm Optimization [10] and Grey Wolf Optimizer [11], 

and simulation [12]. While this research shows promising performance, they only consider 

single-stage jobs. 

Research on multiple stages is divided into flow shop (FS) and job shop (JS) 

situations. FS situation is when there are jobs that have similar stage sequence 

requirements. Each stage represents an operation on a particular machine. Research 

dealing with flow shop scheduling is done by [13-19]. Compared to FS, the JS situation 

happens when the jobs have various stage sequence requirements and mostly do not 

necessarily have the same number of stages [1].  

The production system considered in this research falls into the job shop situation, 

which aims to schedule several jobs over some machines in which each job has a unique 

machine route. A review of the problem and solution algorithm for job shop scheduling 

was given by [20]. We mainly consider the type of job shop where multiple identical 

machines with multi-processing capability are available to service jobs, called Flexible Job 

Shop (FJS) [21]. The multi-capability embedded in each machine would affect the 

scheduling mechanism. The scheduler would have more flexibility when choosing which 

machine to process a job. Numerous papers were written in the context of FJS; among 

them, minimizing makespan is one of the most common targets [21]. The research can be 

divided into four groups. The first group considers the exact algorithm as a way to generate 

a schedule [22-24]. Research by [22] proposed constraint programming after analyzing the 

MILP (Mixed Integer Linear Programming) model of FJS, [23] adopted a branch and 

bound approach, and [24] introduced quantum computing-based optimization, which 

resulted in satisfactory performance and high practicability. The second group considers 

using the heuristic algorithm in dynamic FJS [25-27]. Research by [25] proposed a 

heuristic algorithm to accommodate variable processing time, [26] implemented greedy 

randomized adaptive search, and [27] combined local search and acceptance technique as 

an improved Jaya algorithm, thus resulting in solution quality improvement. The third 
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group used metaheuristic algorithms, including swarm optimization [28, 29], grey wolf 

optimization [30], and genetic algorithm [31]. The fourth group includes research 

considering simulation [32] and machine learning methods [33]. 

The position of this paper is in the second group, which considers the 

implementation of a heuristic algorithm on FJS, in this case, LPT. Our research aims to 

improve the research done by [2] and [3] by modifying the LPT algorithm to minimize 

makespan. Although the LPT algorithm has shown superior performance in minimizing 

makespan and delivering efficient computational time, research concerning LPT 

implementation in the FJS context is still rare. The following points summarize the 

contributions of this paper. First, we developed a novel algorithm based on the classic LPT 

algorithm to minimize makespan scheduling jobs with multiple stages unto multiple 

identical machines with multi-process capability. Second, we provided experiments and 

showed the effectiveness and computation efficiency of the proposed algorithm. 

 

2. Methods 

2.1 Problem Description and Assumptions List 

We considered a production system described in [2] and [3]. There are 𝐽 jobs, and 

each will be denoted by index 𝑗 (𝑗 = 1,2, … , 𝐽). Each job has 𝑆 stages to accomplish, and each 

stage will be denoted by index  𝑠 (𝑠 = 1,2, … , 𝑆). The earlier stage must be completed before 

the next stage can begin. There are 𝑀 available machines to process the jobs. Each 

machine has the same multi-process capability and can process any job allocated to it. The 

problem faced by the production planner is to allocate job-𝑗, stage-𝑠, on machine-𝑚 to 

obtain minimum makespan. 

We introduce a list of mathematical notations and models for the problem. 

 

Parameters:   
𝑡𝑗,𝑠 : Processing time of job-𝑗 stage-𝑠 

Variables:   
𝐶𝑇𝑚𝑎𝑥 : Makespan 
𝐶𝑇𝑗 : Completion time of job-𝑗 
𝐶𝑇𝑗,𝑠,𝑚 : Completion time of job-𝑗, stage-𝑠, at machine-𝑚 

𝑆𝑇𝑗,𝑠,𝑚 : Start time of job-𝑗, stage-𝑠, at machine-𝑚 

Decision Variables:   
𝑋𝑗,𝑠,𝑚 : 1, if job-𝑗, stage-𝑠 is assigned to machine-𝑚; 0, otherwise 

 

Objective function:  

Min 𝐶𝑇𝑚𝑎𝑥 
(1) 

Constraints: 
 

𝐶𝑇𝑚𝑎𝑥 ≥ 𝐶𝑇𝑗,     ∀𝑗 
(2) 

𝐶𝑇𝑗 ≥ ∑ 𝐶𝑇𝑗,𝑠=𝑆,𝑚
𝑀
𝑚=1 ,     ∀𝑗 

(3) 

𝐶𝑇𝑗,𝑠,𝑚 ≥ (𝑆𝑇𝑗,𝑠,𝑚 + 𝑡𝑗,𝑠) − (1 − 𝑋𝑗,𝑠,𝑚)𝐿,   ∀𝑗, ∀𝑠, ∀𝑚 
(4) 

∑ 𝑆𝑇𝑗,𝑠,𝑚
𝑀
𝑚=1 ≥  ∑ 𝐶𝑇𝑗,(𝑠−1),𝑚

𝑀
𝑚=1 , ∀𝑗, ∀𝑠 

(5) 

𝐶𝑇𝑗,𝑠=0,𝑚 = 0, ∀𝑗, ∀𝑚 
(6) 
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𝑆𝑇𝑗,𝑠,𝑚 + 𝐶𝑇𝑗,𝑠,𝑚 ≤ 𝑋𝑗,𝑠,𝑚. 𝐿 
(7) 

𝑋𝑗,𝑠,𝑚 ∈ {0,1}, ∀𝑗, ∀𝑠, ∀𝑚 
(8) 

∑ 𝑋𝑗,𝑠,𝑚 = 1

𝑀

𝑚=1

, ∀𝑗, ∀𝑠 

(9) 

𝑆𝑇𝑗,𝑠,𝑚 ≥ 0, ∀𝑗, ∀𝑠, ∀𝑚 
(10) 

𝐶𝑇𝑗,𝑠,𝑚 ≥ 0, ∀𝑗, ∀𝑠, ∀𝑚 
(11) 

𝐶𝑇𝑗 ≥ 0, ∀𝑗 
(12) 

𝐶𝑇𝑚𝑎𝑥 ≥ 0 
(13) 

Equation (1) defines the problem's objective function, minimizing the schedule's 

makespan. Equation (2) defines makespan as the maximum value of a job's completion 

time. Equation (3) states that a job's completion time depends on the completion time of 

its last stage process. Equation (4) defines the completion time of job−𝑗, stage-𝑠 at 

machine-𝑚. It depends on the starting time, processing time, and machine allocation. 

Equation (5) states that a job for a particular stage cannot start before its predecessor 

stage has finished. Equation (6) complements Equation (5) by providing the completion 

time value for job-𝑗, stage-0, which means that the starting time for the first stage on each 

job is always larger or equal to 0. Equation (7) ensured that each stage's starting and 

completion times occurred in the same machine. Equation (8) defines the possible value of  

𝑋𝑗,𝑠,𝑚, which is either 0 or 1. Equation (9) ensures that job-j stage-s is allocated in only one 

machine. Equation (10) – (13) defines the non-negativity value for variables starting time, 

completion time of job-𝑗, stage-𝑠 at machine-𝑚, the completion time of job-𝑗, and the 

makespan. 

Three assumptions are applied when dealing with the scheduling problem for this 

system. The first is that machines are assumed to be available at any time. The second is 

that the setup time is included in the processing time, and the last is that material 

handling processes are done instantly. 

 

2.2 Algorithm Development 

When dealing with single-stage scheduling, the LPT algorithm derives a near-

optimal solution for minimizing makespan [1],[4-8]. It is known to have two general steps. 

The first is arranging the job sequence, and the second is allocating them to machines [1]. 

The arrangement of job sequence is made by implementing the longest processing time 

rule, where jobs are ordered based on their processing time in non-increasing order. 

Afterward, the allocation is done by prioritizing machines with the lowest load. However, 

when we deal with the case of jobs with multiple stages, implementing LPT would 

potentially create overlaps between stages, thus leading to an infeasible solution. To avoid 

this problem, we proposed a new algorithm based on modification towards the classic LPT 

algorithm. We will mention the algorithm as Modified LPT for Multiple Identical Machine 

with Multi-process Capability (M-LPT MIMMPC). 

The M-LPT MIMMPC is divided into three sub-algorithms. The first and the second 

sub-algorithms aim to form surrogate lists for the processing times used as input for the 

third sub-algorithm. Details of each step are explained in Table 1, Table 2, and Table 3. 

Given the list generated by sub-algorithm 1 (Table 1) and sub-algorithm 2 (Table 

2), sub-algorithm 3 (Table 3) would arrange the list in non-increasing order. The ordered 
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list would be used to decide the job allocation sequence. We also added a comparison 

mechanism before deciding the job starting time on the selected machine. The starting 

time of a job should never be earlier than its predecessor's completion time. There are two 

schedules created by sub-algorithm 3, but in the end, one was selected based on the 

minimum makespan. 

 

Table 1. M-LPT MIMMPC Sub-Algorithm A (Forward Comparison) 

Input : Number of jobs (𝑱), number of stages (𝑺), and processing time (𝒕𝒋,𝒔) 

Step 1 : Set 𝑗 =  1. Continue to Step 2. 

Step 2 : Create an initial surrogate list for processing time. For 𝑗 = 1 to 𝑠,  set 𝑡𝑗,𝑠
∗ =

𝑡𝑗,𝑠. Continue to Step 3. 

Step 3 : Set 𝑠 =  1. Continue to Step 4. 

Step 4 : Decide whether 𝑡𝑗,𝑠
∗ > 𝑡𝑗,(𝑠+1)

∗ . If yes, continue to Step 5; otherwise, continue 

to Step 6. 

Step 5 : Check whether 𝑠 + 1 = 𝑆. If yes, go to Step 9; otherwise, set 𝑠 = 𝑠 + 1, then 

go back to Step 4. 

Step 6 : Set 𝑡𝑗,𝑠
∗ =  𝑡𝑗,𝑠

∗ + 𝑡𝑗,(𝑠+1)
∗  ; that is, merging the two-processing time. Continue 

to Step 7. 

Step 7 : Check whether 𝑠 + 1 = 𝑆. If yes, go to Step 9; otherwise, continue to Step 8. 

Step 8 : Update the initial surrogate list by eliminating the (𝑠 + 1) column. It 

would reduce the length of the list to (𝑆 − 1) and change each value of 

𝑡𝑗,(𝑠+1)
∗  by 𝑡𝑗,(𝑠+2)

∗ . Go back to Step 3. 

Step 9 : Check whether 𝑗 = 𝐽. If yes, go to Step 10; otherwise, set 𝑗 =  𝑗 + 1, then go 

back to Step 2.  

Step 10 : Define the initial surrogate list as the final surrogate list_1. STOP 

Output : Final surrogate list_1 for Processing Time 

 

Table 2. M-LPT MIMMPC Sub-Algorithm B (Backward Comparison) 

Input : Number of jobs (𝑱), number of stages (𝑺), and processing time (𝒕𝒋,𝒔) 

Step 1 : Set 𝑖 =  1. Continue to Step 2. 

Step 2 : Create an initial surrogate list for processing time. For 𝑗 = 1 to 𝐽,  set 𝑡𝑗,𝑠
∗ =

𝑡𝑗,𝑠. Continue to Step 3. 

Step 3 : Set 𝑠 =  𝑆. Continue to Step 4. 

Step 4 : Decide whether 𝑡𝑗,𝑠
∗ > 𝑡𝑗(𝑠−1)

∗ . If yes, continue to Step 5; otherwise, continue 

to Step 6. 

Step 5 : Check whether 𝑠 − 1 = 1. If yes, go to Step 9; otherwise, set 𝑠 = 𝑠 − 1, then 

go back to Step 4. 

Step 6 : Set 𝑡𝑗,𝑠
∗ =  𝑡𝑗,𝑠

∗ + 𝑡𝑗,(𝑠−1)
∗  ; that is, merging the two-processing time. Continue 

to Step 7. 

Step 7 : Check whether 𝑠 − 1 = 1. If yes, go to Step 9; otherwise, continue to Step 8. 

Step 8 : Update the initial surrogate list by eliminating the (𝑠 − 1) column. It 

would reduce the length of the list to (𝑠 − 1) and change each value of 

𝑡𝑗,(𝑠−1)
∗  by 𝑡𝑗,(𝑠−2)

∗ . Go back to Step 3. 

Step 9 : Check whether 𝑗 = 𝐽  
If yes, go to Step 10; otherwise, set 𝑗 =  𝑗 + 1, then go back to Step 2.  

Step 10 : Define the initial surrogate list as the final surrogate list_2. STOP 

Output : Final Surrogate List_2 for Processing Time 
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The M-LPT MIMMPC algorithm was built into Matlab programming language. 

The program is then run in the Windows OS setting. The computer used during the 

experiment has the following specifications: Intel(R) Core (TM) i5-8250U CPU @ 1.60GHz 

1.80 GHz.  

 

Table 3. M-LPT MIMMPC Sub-Algorithm C (Allocating Job unto Machines) 

Input : The number of surrogate lists (𝟐); the final surrogate list_𝟏 and the final 

surrogate list_𝟐; allocated job as an empty list; the number of machines (𝑴); 

the initial load on each machine (𝑩𝒎 = 𝟎, 𝒎 = 𝟏, 𝟐, … , 𝑴) and the machine 

with the lowest load (𝐚𝐫𝐠𝐦𝐢𝐧
𝒎

𝑩𝒎) identified as 𝒎∗ 

Step 1 : Set 𝑘 =  1. Continue to Step 2. 

Step 2 : Implement LPT rules (non-increasing order) to all 𝑡𝑗,𝑠
∗  on the Final surrogate 

list_𝑘 defined it as an Ordered surrogate list_𝑘. Continue to Step 3. 

Step 3 : Set 𝑙 = 1. Continue to Step 4. 

Step 4 : For element-𝑙 on the Ordered surrogate list_𝑘, identify the value of 𝑡𝑗,𝑠
∗ , and 

allocate element-l to machine-𝑚∗.  

Continue to Step 5. 

Step 5 : Check whether the selected 𝑡𝑗,𝑠
∗  has a predecessor at the allocated job list. 

If yes, continue to Step 6; otherwise, continue to Step 7. 

Step 6 : Identify the completion time of the job's predecessor (𝐶𝑇𝑗,(𝑠−1),𝑚) 

Set start time (𝑆𝑇𝑗,𝑠,𝑚∗) and completion time (𝐶𝑇𝑗,𝑠,𝑚∗) for element-𝑙 and update 

the load on the selected machine (𝐵𝑚∗)  

𝑆𝑇𝑗,𝑠,𝑚∗= 𝐶𝑇𝑗(𝑠−1),𝑚∗; 𝐶𝑇𝑗,𝑠,𝑚∗ = 𝑆𝑇𝑗,𝑠,𝑚∗ + 𝑡𝑗,𝑠
∗  and 𝐵𝑚=𝐶𝑇𝑗,𝑠,𝑚∗  

Continue to Step 8. 

Step 7 : Identify the load on the selected machine (𝐵𝑚∗)  
Set start time (𝑆𝑇𝑗,𝑠,𝑚∗) and completion time (𝐶𝑇𝑗,𝑠,𝑚∗) for element-𝑙 and update 

the load on the selected machine (𝐵𝑚∗)  

𝑆𝑇𝑗,𝑠,𝑚∗= 𝐵𝑚; 𝐶𝑇𝑗,𝑠,𝑚∗ = 𝑆𝑇𝑗,𝑠,𝑚∗ + 𝑡𝑗,𝑠
∗  and 𝐵𝑚=𝐶𝑇𝑗,𝑠,𝑚∗.  

Continue to Step 8. 

Step 8 : Update the identity of the machine with the lowest load argmin
𝑚

𝐵𝑚 or (𝑚∗). 

Continue to Step 9. 

Step 9 : Update the allocated job list by including 𝑡𝑗,𝑠
∗ . Continue to Step 10. 

Step 10 : Check whether all elements in the surrogate list_𝑘 has been allocated 

If yes, continue to Step 11; otherwise, set 𝑙 = 𝑙 + 1 and go back to Step 4 

Step 11 : Determine the makespan of the schedule 𝑀𝑆𝑘 = max (𝐵𝑚); go to Step 12. 

Step 12 : Check whether 𝑘 = 2 

If yes, continue to Step 13; otherwise, set 𝑘 = 𝑘 + 1, then go back to Step 2 

Step 13 : Find the schedule with minimum makespan and the associated−𝑘; 𝐶𝑇𝑚𝑎𝑥 =
𝑚𝑖𝑛 𝑀𝑆𝑘; argmin

𝑘
 𝑀𝑆𝑘 

Output : Allocation of jobs unto machines (schedule) and its associated makespan 

 

To ensure that the algorithm performed as intended, we created small cases and 

traced the solution's execution of steps and logic. Afterward, an experiment was conducted 

to assess the algorithm's performance regarding solution quality and computational time. 

The cases used in the experiment are designed intentionally to investigate the 

performance of the M-LPT MIMMPC algorithm given various situations. The cases are 

explained next. 
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In case 1 (10 jobs with 2 stages), we created two sub-cases for this setting. The first 

sub-case is when 𝑡𝑗,1 > 𝑡𝑗,2 (See Case 1a, in Table 4) and the second sub-case is when 𝑡𝑗,1 <

𝑡𝑗,2 (see Case 1b, in Table 5.) 

 

Table 4. Case 1a (10 jobs - 2 stages) where 𝑡𝑗,1 > 𝑡𝑗,2 

Job 1 2 3 4 5 6 7 8 9 10 

Processing 

time 

(minutes) 

Stage 1 100 98 96 95 92 90 88 86 84 82 

Stage 2 90 88 86 84 82 80 78 76 74 72 

 

Table 5. Case 1b (10 jobs - 2 stages) where 𝑡𝑗,1 < 𝑡𝑗,2 

Job 1 2 3 4 5 6 7 8 9 10 

Processing 

time 

(minutes) 

Stage 1 90 88 86 84 82 80 78 76 74 72 

Stage 2 100 98 96 95 92 90 88 86 84 82 

 

In case 2 (10 jobs with 3 stages), we created three sub-cases for this setting. The 

first sub-case is when 𝑡𝑗,1 > 𝑡𝑗,2 > 𝑡𝑗,3 (see Case 2a, in Table 6), the second sub-case is when 

𝑡𝑗,1 < 𝑡𝑗,2 and 𝑡𝑗,2 > 𝑡𝑗,3 (see Case 2b, in Table 7), and the third sub-case is when 𝑡𝑗,2 < 𝑡𝑗,3 

and 𝑡𝑗,1 < (𝑡𝑗,2 + 𝑡𝑗,3) (see Case 2c, in Table 8). 

 

Table 6. Case 2a (10 jobs - 3 stages) where 𝑡𝑗,1 > 𝑡𝑗,2 > 𝑡𝑗,3 

Job 1 2 3 4 5 6 7 8 9 10 

Processing 

time 

(minutes) 

Stage 1 100 98 96 95 92 90 88 86 84 82 

Stage 2 90 88 86 84 82 80 78 76 74 72 

Stage 3 50 48 46 44 42 40 38 36 34 32 

 

Table 7. Case 2b (10 jobs - 3 stages) where 𝑡𝑗,1 < 𝑡𝑗,2 and 𝑡𝑗,2 > 𝑡𝑗,3 

Job 1 2 3 4 5 6 7 8 9 10 

Processing 

time 

(minutes) 

Stage 1 90 88 86 84 82 80 78 76 74 72 

Stage 2 100 98 96 95 92 90 88 86 84 82 

Stage 3 50 48 46 44 42 40 38 36 34 32 

 

Table 8. Case 2c (10 jobs - 3 stages) where 𝑡𝑗,2 < 𝑡𝑗,3 and 𝑡𝑗,1 < (𝑡𝑗,2 + 𝑡𝑗,3) 

Job 1 2 3 4 5 6 7 8 9 10 

Processing 

time 

(minutes) 

Stage 1 90 88 86 84 82 80 78 76 74 72 

Stage 2 50 48 46 44 42 40 38 36 34 32 

Stage 3 100 98 96 95 92 90 88 86 84 82 

 

In case 3 (10 jobs with 4 stages), we created four sub-cases for this setting. The first 

sub-case is when 𝑡𝑗,1 > 𝑡𝑗,2 > 𝑡𝑗,3 > 𝑡𝑗,4 (see Case 3a, in Table 9), the second sub-case is when 

𝑡𝑗,1 < 𝑡𝑗,2 ; 𝑡𝑗,2 > 𝑡𝑗,3 and 𝑡𝑗,3 > 𝑡𝑗,4 (see Case 3b, in Table 10), the third sub-case is when 𝑡𝑗,1 <

𝑡𝑗,2 ; 𝑡𝑗,2 > 𝑡𝑗,3 ; 𝑡𝑗,3 < 𝑡𝑗,4 and (𝑡𝑗,1 + 𝑡𝑗,2) > (𝑡𝑗,3 + 𝑡𝑗,4), (see Case 3c, on Table 11), the last 

sub-case is when 𝑡𝑗,1 > 𝑡𝑗,2 > 𝑡𝑗,3 and 𝑡𝑗,3 < 𝑡𝑗,4 (see Case 3d, in Table 12).  
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Table 9. Case 3a (10 jobs - 4 stages) where 𝑡𝑗,1 > 𝑡𝑗,2 > 𝑡𝑗,3 > 𝑡𝑗,4 

Job 1 2 3 4 5 6 7 8 9 10 

Processing 

time 

(minutes) 

Stage 1 100 98 96 95 92 90 88 86 84 82 

Stage 2 90 88 86 84 82 80 78 76 74 72 

Stage 3 50 48 46 44 42 40 38 36 34 32 

Stage 4 40 38 36 34 32 30 28 26 24 22 

 

Table 10. Case 3b (10 jobs - 4 stages) where 𝑡𝑗,1 < 𝑡𝑗,2 ; 𝑡𝑗,2 > 𝑡𝑗,3 and 𝑡𝑗,3 > 𝑡𝑗,4 

Job 1 2 3 4 5 6 7 8 9 10 

Processing 

time 

(minutes) 

Stage 1 90 88 86 84 82 80 78 76 74 72 

Stage 2 100 98 96 95 92 90 88 86 84 82 

Stage 3 50 48 46 44 42 40 38 36 34 32 

Stage 4 40 38 36 34 32 30 28 26 24 22 

 

Table 11. Case 3c (10 jobs - 4 stages) where 𝑡𝑗,1 < 𝑡𝑗,2 ; 𝑡𝑗,2 > 𝑡𝑗,3 ; 𝑡𝑗,3 < 𝑡𝑗,4 and (𝑡𝑗,1 +

𝑡𝑗,2) > (𝑡𝑗,3 + 𝑡𝑗,4) 

Job 1 2 3 4 5 6 7 8 9 10 

Processing 

time 

(minutes) 

Stage 1 90 88 86 84 82 80 78 76 74 72 

Stage 2 100 98 96 95 92 90 88 86 84 82 

Stage 3 40 38 36 34 32 30 28 26 24 22 

Stage 4 50 48 46 44 42 40 38 36 34 32 

 

Table 12. Case 3d (10 jobs - 4 stages) where 𝑡𝑗,1 > 𝑡𝑗,2 > 𝑡𝑗,3 and 𝑡𝑗,3 < 𝑡𝑗,4 

Job 1 2 3 4 5 6 7 8 9 10 

Processing 

time 

(minutes) 

Stage 1 90 88 86 84 82 80 78 76 74 72 

Stage 2 50 48 46 44 42 40 38 36 34 32 

Stage 3 40 38 36 34 32 30 28 26 24 22 

Stage 4 100 98 96 95 92 90 88 86 84 82 

 

When a particular optimization method or algorithm produces 𝑀𝑆∗, the 

performance of the optimization method or algorithm can be calculated through its error. 

The error is defined as 
𝑀𝑆∗

𝑀𝑆𝑖 [1]. As we can see, reaching an error value equal to 1 means 

that the algorithm can reach the ideal solution. We use this value as a performance 

measure for the M-LPT MIMMPC and compare it to the error produced by the classic LPT 

algorithm. 

 

3. Results and Discussion 

3.1 Experiment Result 

3.1.1 Case 1 (10 jobs with two stages) 

The execution of M-LPT MIMMPC sub-algorithms 1 and 2 in Case 1a would result 

in the separation of each 𝑡𝑗,1 and 𝑡𝑗,2. Performing the LPT rule for all processing times in 

Case 1a would not result in stage violation. On the contrary, 𝑡𝑗,1 and 𝑡𝑗,2 for each-𝑖 in Case 

1b would be merged and considered as one value (surrogate value) during LPT 

implementation. Merging the processing time would translate to processing the job 

simultaneously for both stages. A summary of M-LPT MIMMPC performance for Case 1 

is given in Table 13. 
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Table 13. Makespan, Error, and Calculation Time for Case 1. 

Case 
Number of 

Machines 

𝑀𝑆∗ 

(minutes) 

𝑀𝑆𝑖 

(minutes) 
Error 

Error 

Bound 

Calculation 

Time 

(Second) 

1a 2 860 860 1.00 1.17 0.76 

3 598 573.33 1.04 1.22 0.64 

4 432 430 1.00 1.25 0.53 

1b 2 862 860 1.01 1.17 0.58 

3 672 573.33 1.17 1.22 0.50 

4 510 430 1.19 1.25 0.56 

 

3.1.2 Case 2 (10 jobs with three stages) 

As in Case 1a, executing sub-algorithms 1 and 2 of M-LPT MIMMPC towards Case 

2a would result in the separation of 𝑡𝑗,1, 𝑡𝑗,2 and 𝑡𝑗,3. Furthermore, no surrogate value would 

be applied for each of them. Case 2b would result in the merging of 𝑡𝑗,1 and 𝑡𝑗,2 and the 

separation of 𝑡𝑗,3. Case 2c would result in the merging 𝑡𝑗,1, 𝑡𝑗,2 and 𝑡𝑗,3. The summary of M-

LPT MIMMPC performance for Case 2 is given in Table 14. 

 

Table 14. Makespan, Error, and Calculation Time for Case 2. 

Case 
Number of 

Machines 

𝑀𝑆∗ 

(minutes) 

𝑀𝑆𝑖 

(minutes) 
Error 

Error 

Bound 

Calculation 

Time 

(Second) 

2a 2 1066 1065 1.01 1.17 0.66 

3 714 710 1.01 1.22 0.66 

4 548 532.5 1.03 1.25 0.73 

2b 2 1066 1065 1.01 1.17 0.63 

3 728 710 1.03 1.22 0.57 

4 544 532.5 1.02 1.25 0.46 

2c 2 1068 1065 1.01 1.17 0.57 

3 828 710 1.17 1.22 0.57 

4 630 532.5 1.18 1.25 0.48 

 

3.1.3 Case 3: 10 jobs with four stages 

Following the pattern of Case 1a and 2a, Case 3a would result in the separation of 

𝑡𝑗,1, 𝑡𝑗,2, 𝑡𝑗,3 and 𝑡𝑗,4 during LPT implementation. Case 3b would result in the merging of 

𝑡𝑗,1and 𝑡𝑗,2 and separation of each 𝑡𝑗,3 and 𝑡𝑗,4. Case 3c would result in the merging of 𝑡𝑗,1 

and 𝑡𝑗,2 as well as the merging of 𝑡𝑗,3 and 𝑡𝑗,4. In the last case, Case 3d, the sub-algorithms 

1 and 2 of M-LPT MIMMPC would result in the merging of 𝑡𝑗,1, 𝑡𝑗,2, 𝑗, and 𝑡𝑗,4. The summary 

of M-LPT MIMMPC performance for Case 3 is given in Table 15. 

 

3.2 Discussions 

Given the three cases explained earlier, we summarize the performance of the M-

LPT MIMMPC algorithm. The average error value is depicted in Fig 1, and the 

computational time is in Fig 2. Each line on the graph represented a data series for each 

case. 
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Table 15. Makespan, Error, and Calculation Time for Case 3. 

Case 
Number of 

Machines 

𝑀𝑆∗ 

(minutes) 

𝑀𝑆𝑖 

(minutes) 
Error 

Error 

Bound 

Calculation 

Time 

(Second) 

3a 2 1220 1220 1.00 1.17 0.90 

3 822 813.33 1.01 1.22 0.97 

4 612 610 1.01 1.25 0.82 

3b 2 1220 1220 1.00 1.17 0.70 

3 820 813.33 1.01 1.22 0.82 

4 616 610 1.01 1.25 0.62 

3c 2 1220 1220 1.00 1.17 0.83 

3 818 813.33 1.01 1.22 0.71 

4 638 610 1.05 1.25 0.73 

3d 2 1224 1220 1.01 1.17 0.67 

3 944 813.33 1.16 1.22 0.56 

4 720 610 1.18 1.25 0.59 

 

 
Fig 1. Average error value of M-LPT MIMMPC algorithm in various cases. 

 

Fig 1 Shows that the error value in each case is always mapped below the error 

bound. When looking at this, we know that the proposed algorithm always produces a 

better solution than the error bound of the classical LPT algorithm. Another interesting 

result is that the algorithm can match the outstanding makespan value for most of the 

two machines scheduling settings. The worst performance of the algorithm was achieved 

primarily on the four machines scheduling settings at the error value of 1.19. It is shown 

in the data that the higher the number of machines, the larger the error value achieved 

by the proposed algorithm. These results mimic the pattern shown on the error bound 

derived from LPT [1]. It is safe to say that the proposed algorithm behaves like its 

preceding algorithm. 
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Fig 2. The average calculation time of the M-LPT MIMMPC algorithm in various cases. 

 

Another critical performance measure to consider for practicality issues is 

computational efficiency. Fig 2 The proposed algorithm's computational time never 

exceeds one second in all cases. The general pattern found in the experiment result shows 

that the more stages the case considered, the higher the computational time needed. At 

specific stages, the computational time is determined by the number of processing times 

(or surrogate processing time) the algorithm must sort and allocate to machines. The less 

the merging process, the higher the number of jobs to be sorted and allocated, thus 

resulting in higher computational time.  

While we only experimented on multiple-stage cases, the proposed algorithm can 

also be implemented in a single-stage setting. It would lead the M-LPT MIMMPC 

algorithm back to the classical LPT because the result of sub-algorithm 1 and sub-

algorithm 2 is similar to the processing time of each job. This general form would be 

beneficial in practical terms.  

 

4. Conclusion and Further Research 

The experiment shows a promising performance of the proposed algorithm (M-LPT 

MIMMPC). It is proved that the algorithm can produce a better makespan than classical 

LPT. In several cases, it can even match the optimal value. The algorithm is also efficient 

regarding computational time and has general applicability. It can be used in a single-

stage setting or multiple-stage setting. Combining these qualities shows effectiveness and 

efficiency, which is essential in real-world applicability. Even so, the experiment 

conducted in this research is still limited. We only consider 10 jobs, 2 to 4 stages, and 2 to 

4 machine settings. Experimenting on a larger case is still needed. Future research should 

explore this and try to derive the exact error value given by the algorithm analytically. 
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