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1. Introduction 

Indonesian Industry Ministry stated that national salt consumption growth by 

industrial raw materials and household needs. Industrial salt demand reached 3.7 

million in 2018 and increased by 76.19% from 2017. However, domestic salt production 

cannot meet the national demand. Therefore, almost 100% of national industrial salt 

demand gathered from international markets. Dependence on the imported salt 

indicates Indonesia's inability to produce salt and can not meet the demand for domestic 

salt [1]. In general, salt production in Indonesia is provided by salt farmers utilizing salt 

fields [2]. Salt production in Indonesia comes from the evaporation of seawater contained 

in the salt pond. Salt production is highly dependent on climate and weather.  According 

to Adiraga and Setiawan [3], Indonesia's salt supply chain and distribution channel were 

less efficient than other countries. Furthermore, the salt industry was a strategic 

industry that must be appropriately managed. However, the length of the supply chain 

process inhibited the potential of salt production in Indonesia.  

Therefore, the salt industry in Indonesia must have adequate supply chain 

synchronization among the agents [4] [5]. The way to achieve this goal was to maximize 
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 In recent years, Indonesia needs import millions of tons of salt 

to satisfy domestic industries' demand. The production of salt in 

Indonesia is highly dependent on the weather. Therefore, this 
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Winters. The results presented that ANN-based models were 
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production and estimate the right time to produce salt [6] [7] [8] [9]. Several studies have 

been conducted in salt supply chain management in Indonesia. Dharmayanti, et al. [10] 

analyzed the national salt availability system based on self-sufficiency policy. Dynamic 

system analysis was used to compare simulation results from different policies. The 

results indicated that Indonesia has not been able to achieve sustainable salt self-

sufficiency. Herman, et al. [11] used the Analytic Network Process (ANP) to get potential 

risk factors of the national salt crisis. These factors included weather, trade regulations, 

innovation, salt prices, and company policies. 

Perbangsa, et al. [12] studied the construction of a web-based supply chain model 

and determined the salt industries' information flow in Indonesia. The research showed 

that the salt supply chain model was pull-based. The information flow process was 

greatly influenced by wholesale demand. The model defined that supply chain 

information flow was interrupted due to difficulties in getting demand levels, raw 

material inventory data, and salt production progress. Furthermore, the object of this 

study was to determine the impact of rainfall, salt pond width, and the number of salt 

farmers on salt production in Pati, Central Java [3]. This study used regression analysis 

to resolve the relationship between these three factors toward the productivity of salt in 

Pati. As a result, rainfall had a negative effect. The number of farmers and pond area 

had a positive effect on salt production.   

Based on the previous study, the salt production process was affected by weather 

conditions, salt fields, and the number of farmers. However, the application of 

quantitative techniques to estimate salt productivity in a certain period was not found. 

Different from previous studies, this paper aims to establish a salt land productivity 

estimates are accurate. This study proposed the Artificial Neural Network (ANN) model 

to estimate the productivity of salt fields. The advantage of the ANN method is the low 

risk of failure to solve prediction problems, especially in estimating non-linear 

relationships [13][14]. Furthermore, the results of this study contribute to the 

improvement of the supply chain performance and the prediction of salt.  
 

 

2. Methods 

ANN method is a data processing system, which mimics the human nervous 

system. A neural network is an interrelated network of processing layers where 

independent computations typically start from the first layer (input layer) and pass on to 

the next layers that pass the results to another layer (hidden layers) (Fig. 1). This 

process continues to progress into the last layer (output layer) [13] [15] [16] . 

 
 

Fig. 1. The topology of the three-layer feed-forward neural network [15] 
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2.1 Data Collection 

In this study, the forecasting model estimated the total production of salt fields in 

month t (period). ANN method consisted of four variables: vast salt fields, amount of 

monthly production, amount of sunlight term, wind speed, and temperature in Sumenep, 

Madura Indonesia. Weather conditions were as input data. The output was the level of 

productivity of salt fields were measured from the average land area of salt and 

production per month in Sumenep, Madura, Indonesia. These four data sets were plotted 

against the year in Table 1. Those data sets of time series were used to generate data 

training and testing. Each of these data sets to divided into training and testing data by 

a ratio of 70:30 [17]. 

The next step was to determine the best model based on parameters, i.e., 

Learning rate, momentum, epoch, and desired error were set in the data training. After 

the modeling process in the previous step was done. The performance test using testing 

data on the selected model was conducted. Furthermore, this study used experiments to 

determine the learning rate and learning momentum that give satisfactory results.  

 

Table 1. Research data sets yearly in Kalianget Sumenep, Indonesia 

Year  
Productivity 

(ton/ha) 

 Rainfall 

(mm) 
Humidity (%) Wind Speed (m/s) 

2010 0.40  1943.28 80.59 4.26 

2011 21.57  1204.95 83.85 3.35 

2012 50.73  1019.96 82.90 3.12 

2013 27.54  1066.77 82.29 2.73 

2014 59.14  946.60 79.33 3.15 

2015 59.40  705.54 77.53 3.04 

2016 6.52  1990.84 82.09 2.36 

2017 115.86  2053.97 81.27 2.63 

2018 130.44  692.00 78.42 2.79 

Source: Processed from data of BPS Sumenep and BMKG  

The results were considered satisfactory when those who gave the least Root 

Mean Squared Error (RMSE). In the last step, the optimal model was used to test and 

compare the forecasting performance based on ANN and Holt-Winters predictors using 

the time-series data set as the input. This study used secondary data obtained from the 

Trade and Industrial Agency of Sumenep Madura, Central Bureau of Statistics 

Indonesia (BPS Sumenep), and the Indonesian Agency for Meteorology, Climatology, and 

Geophysics (BMKG). The data for the ANN method consisted of four variables: data of 

the area of salt fields and monthly production yields collected from the Trade and 

Industrial Agency of Sumenep Madura, BPS, and data of the amount of sunlight 

duration, wind speed, and temperature Sumenep Madura received from BMKG. Based 

on the historical data and the performance of each ANN model, the optimal forecasting 

model for salt field productivity was selected through a minor Root Mean Squared Error 

(RMSE). 

 
 

2.2 Data Analysis 

The ANN models in this study were developed using the Fast Artificial Neural 

Network (FANN), which has some features to construct optimal training algorithm and 

activation functions [18], [19]. FANN determined whether resilient propagation or back-

propagation was the optimal training algorithm for data training. The objective of back-
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propagation training was to adjust the weights to minimize the error function. In this 

algorithm, the weights were updated after a training pattern that means weights are 

updated many times during a single epoch. On each iteration, the new weights are given 

by equation (1). 

 

𝑤𝑠𝑡
𝑛𝑒𝑤 =  𝑤𝑠𝑡

𝑜𝑙𝑑 + Δ𝑤𝑠𝑡 = 𝑤𝑠𝑡
𝑜𝑙𝑑 + 𝜂

𝜕𝐸

𝜕𝑤𝑠𝑡
          (1) 

 

where,  𝑤𝑠𝑡  is the weight change between neuron-s to neuron -t in the next layer, and 𝜂 is 

the learning rate [17] [19]. 

The objective of the resilient-propagation training algorithm was to adjust the 

weights of the network according to signal error propagation. In this algorithm, the 

weight updates were controlled for each connection during the training process. In each 

iteration, the new weights are given by equation (2). 

 

𝑤𝑖𝑗
(𝑡+1)

≔ 𝑤𝑖𝑗
(𝑡)

+ ∆𝑤𝑖𝑗
(𝑡)

             (2) 

 

and the step-sizes are computed as (equation (3))      
      

∆𝑤𝑖𝑗
(𝑡)

≔ −𝑠𝑖𝑔𝑛 (
𝜕𝐸(𝑡)

𝜕𝑤𝑖𝑗
) ∆𝑖𝑗

(𝑡)
              (3) 

 

The "sign" operator returns +1 if its argument was positive, −1 if the argument was 

negative, and 0 otherwise [20]. 

FANN also included a feature to select the optimal activation functions based on 

the given parameters. The activation functions are defined for a group of neurons by the 

hidden activation function, output function, or a single neuron by input an activation 

function and the steepness of an activation function. Excel spreadsheet software with 

additional templates ware used to conduct experiments to determine optimal ANN 

parameters and execute Holt-Winters calculation to forecast data points in a seasonal 

series. 

Seven models were initially proposed as the foundation of salt field productivity 

forecast model development, each of which was described as follows: Model 1: This model 

used 1 input variable with input neuron (x); Model 2: This model used 1 input variable 

with input neuron (y); Model 3: This model used 1 input variable with input neuron (z); 

Model 4: This model used 2 input variables with input neurons (x) and (y); Model 5: This 

model used 2 input variables with input neurons (x) and (z); Model 6: This model used 2 

input variables with input neurons (y) and (z); Model 7: This model used 3 input variable 

with input neurons (x), (y) and (z). Where 𝑥 is average sunlight duration in month t; 𝑦 is 

the average wind speed in month t; 𝑧 is the average temperature in month t. 

 

3 Results and Discussion 

There were five parameters used in the FANN model.  The parameters include 

the number of hidden layers equals 1. The number of neurons in that layer equals 2, the 

learning rate of 0.7, the momentum of 0.1, and the maximum epoch of 50,000 epoch. All 

models were trained and tested with 1 hidden layer and 2 neurons in its hidden layer. 

According to Heaton [21], one hidden layer was sufficient to resolve most neural network 

problems. Two neurons in that layer were considered to give decent performance since it 

lies between the neurons' mean in the input and output layers and the upper bound on 
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the number of hidden neurons that shall not result in over-fitting [22]. The comparison 

of training results from each model is summarized in Table 2. Model 7 was selected 

based on the experiment because it is more optimal than the other proposed models. 
 

Table 2. Comparison Of Optimum ANN Methods For Each Model 

Model 
ANN Method 

Train Method Hidden Output MSE 

1 
RPROP SIGMOID 

SIGMOID_SYMMETRIC_STEP

WISE 
0.0043 

2 QUICKPROP SIGMOID COS_SYMMETRIC 0.0094 

3 BATCH SIGMOID COS_SYMMETRIC 0.0089 

4 QUICKPROP ELLIOT COS_SYMMETRIC 0.0118 

5 RPROP GAUSSIAN SIN_SYMMETRIC 0.0029 

6 
RPROP 

SIGMOID_STEPWI

SE 
LINEAR_PIECE_SYMMETRIC 0.0021 

7 QUICKPROP SIGMOID COS_SYMMETRIC 0.0005 

 

The selected ANN methods for Model 7 were summarized as follows: Quick 

propagation: This algorithm adjusts the network's weights according to signal error 

propagation. The objective is to maximize the parameters to achieve good results for 

many problems. Sigmoid symmetric activation function: The sigmoid produces an "S" 

shaped curve to recognize nonlinearity in the model. The output range is between zero 

and one (equation (4)). Cos symmetric activation function: this periodical cosinus 

activation function is required over the activation range for smoother control. The output 

range is between -1 and 1 (equation (5)). The obtained MSE value from the training 

procedure was convincing. Any model with an MSE value, which was significantly less 

than 0.001, could predict the value in a given period [23].  

 

𝑦 =
1

1+𝑒−2𝑥𝑠                                                    (4) 

 

𝑦 =  cos 𝑥𝑠               (5) 
 

The most important parameter of an artificial neuron network was the value of 

the learning rate. The training result was more reliable when the learning rate is low; 

however, optimization needed much time because the required steps to achieve the 

minimum value of the loss function were tiny. If the learning rate was high, then 

training may not be satisfying because the optimizer was to overshoot the minimum and 

make a worse error rate. Another critical parameter that needs to be set was the 

learning momentum. Learning momentum enabled the estimation of a certain weight 

and the search of the global minimum at a given time [21] [23] [24]. To get satisfying 

results, a model must go through the training process in the ANN method, which was 

usually tedious and based on trial and error [25]. This study used the design of 

experiments training to determine a reliable learning rate. The learning rate parameter 

in this design of experiments was set between 0.3 and 0.9 [26]. 

In general, the broader data set of the neural network model is more accurate. 

However, the data collection process requires some time. The model development process 

is inefficient if too much time was wasted on building the database. Therefore, the idea 

in this study was to develop a model capable of learning from an available amount of 

training data. The design of experiments was prepared to obtain learning momentum 
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value that can accelerate the training process of the ANN model. This study's 

momentum parameter was set between 0.5 and 0.9 [23] [26]. 

Model 7 was considered satisfactory because it gave the least RMSE. This study 

proposed to investigate the impacts of learning rate and momentum values on the ANN 

model. It was implemented the performance complete factorial parameter design. Each 

of the parameters has low and high levels for different neural networks to be created and 

tested. Table 3 summarizes the parameter designs used in this study. 

Moreover, this study applies a midpoint in the low and high experiment levels to 

explore whether the relation between low and high levels consists of a non-linear 

reaction. By adding a midpoint between the low and high levels, curvature between the 

two points can be inspected [23], [27]. Therefore, this study added 2 central points to 

inspect the low and high levels in the experiment. The effect of learning rate and 

momentum parameter value variations is described in Table 3. 
 

Table 3. Neural Network Parameter Design for Model 7 

Item Parameter JST 
Level 

1 (Low) 2 (High) 

A Learning Rate 0.3 0.9 

B Momentum 0.5 0.9 

 

Table 4 represents that the use of learning rate and momentum variations 

influence the final forecast. The RMSE validation data obtained when the learning level 

was at level two is 0.9. The constant momentum at level 1 was  0.5. This arrangement 

was considered to provide better accuracy and computational time. 
 

Table 4. Design Of Experiments Results Of Model 7 

Learning 

Rate 

Momentu

m 

Training 

MSE 
Test MSE 

Average 

MSE 

Root 

MSE 

0.3 0.9 0.00051 0.000618 0.0006 0.0237 

0.6 0.9 0.00052 0.000628 0.0006 0.0240 

0.9 0.9 0.00051 0.000520 0.0005 0.0227 

0.3 0.7 0.00051 0.000582 0.0005 0.0234 

0.6 0.7 0.00051 0.000588 0.0005 0.0234 

0.9 0.7 0.00051 0.000542 0.0005 0.0229 

0.3 0.5 0.00051 0.000616 0.0006 0.0237 

0.6 0.5 0.00051 0.000608 0.0006 0.0236 

0.9 0.5 0.00051 0.000480 0.0005 0.0222 

 

The forecasting results with Model 7 were compared with the Holt-Winters 

method. The Holt-Winters method is a classic method known for predicting time series 

results with seasonal factors and trends or trends [28] [29]. Total 108 time-series data on 

the productivity of salt fields in Kalianget Sumenep have used the input data. The 

resulting RMSE value was 0.0395. Comparison of RMSE values showed that both Holt-

Winters and ANN methods have a value below 10%. Therefore, both methods were 

feasible to use [30]. However, the ANN method still has advantages over the Holt-Winter 

method because the RMSE value is smaller than the Holt-Winters method. 

This study complemented previous works by providing empirical results to 

support the serial dependence of salt field productivity. In many cases, the salt industry 
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stakeholders want to know various factors, such as temperature, seawater quality, 

sunlight duration, and salt production technology. Also, stakeholders want to see the 

integration between forecast results and production planning strategies to manage their 

supply chains better. Therefore, further research needs to include these additional 

factors in different models and extend the results into integrated planning of the 

enterprise resource application system. 

 

4. Conclusion 

This study showed that the proposed model works well in predicting salt field 

productivity by considering weather factors and determining the optimum ANN 

parameter values. This study also illustrates how the ANN method can be applied to 

improve the accuracy of estimates of salt field productivity in supporting supply chain 

management innovations. To obtain a precise forecast of productivity, it used the 

rainfall, humidity, and wind speed information over the research area in Sumenep 

Madura. The most efficient neural network examined is a model with all three variables 

used as input neurons. Further research needs to include these additional factors in 

different models and extend the results into the integrated planning of the enterprise 

resource application system. 
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