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Abstract 
Tuberculosis disease causes the death of 1.8 million people worldwide, according to data 

from the World Health Organization in 2018 that nearly 10 million people were affected by 
tuberculosis and about 98,000 of them died. Technological developments, especially computer 
engineering, have helped accelerate the diagnosis of tuberculosis in poverty source areas. One 
of them is Computer Vision and Machine Learning Technology which causes development and 
utilization in all aspects, including the health sector. In the development of computer vision, there 
is a deep learning technique, this technique can automatically detect and classify various 
diseases with better accuracy. One method of deep learning that can produce precise accuracy 
and better efficiency is using a Convolutional Neural Network (CNN). This study uses CNN in the 
classification of the Tuberculosis Chest X-ray Database. The study was carried out in 4 scenarios, 
with each scenario getting accuracy results of 70%, 97%, 97%, and 72%.. 
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1. Pendahuluan 

Tuberculosis (TB) is an infectious disease caused by Mycobacterium tuberculosis and this 
virus attacks especially the lungs (Supartini & Hindarto, 2016). This disease causes the death of 
1.8 million people worldwide, according to data from the World Health Organization in 2018 that 
almost 10 million people were affected by TB disease and around 98,000 of them died 
(Rochmawanti et al., 2021). This disease is curable and preventable, but in resource-poor and 
marginalized communities with weak health infrastructure, it is difficult to detect this disease early 
(C. Liu et al., 2018). Due to insufficient resources for better diagnosis of this disease and effective 
follow-up treatment. Detecting TB disease early is very important so that patients can be treated 
immediately and minimized (Septarini, 2017). 

Technological developments, especially technical computers, have helped speed up the 
diagnosis of TB in poverty source areas. One of them is Computer Vision and Machine Learning 
Technology causing development and utilization in all aspects, including one in the health sector 
(Rochmawanti et al., 2021). Computers are used as a tool to understand information and 
recognize diseases like a doctor who can diagnose someone when they are sick (Putra et al., 
2021). One form of development is that computers can recognize diseases contained in images 
like humans (Ahyuna & Aryasa, 2017). One of the diseases that can be recognized is 
Tuberculosis which is found in the human lungs 

X-ray images are often used in radiological examinations to screen and diagnose many 
lung diseases (Rahmadewi & Kurnia, 2016). Many techniques can be obtained from x-ray images 
such as Magnetic Resonance Imaging (MRI), Computed Tomography (CT), or Positron Emission 
Tomography (PET) (Wang et al., 2019). This technique is used to see and describe the structure 
of human organs to make it easier for many people to recognize the disease suffered by a person. 
In using x-ray images, analysis is also needed so that the results obtained can be implemented 
for further actions such as treatment if someone is indicated to have a disease in the image. Not 
everyone can read and see the results of x-ray images, this is where the task of a radiologist is to 
read and see from various perspectives whether the patient is indicated or not. 

 
2. Research Method 

This research focuses on solving and finding the right CNN architecture in classifying 
Tuberculosis disease found in human lungs with data labels Normal and Tuberculosis which will 
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be tested based on the results of accuracy in each model and the architecture built. Before the 
model is built, several things must be developed and processed by researchers, in determining 
the model to be built there are several processes. 

The first is to identify the problem, this is needed so that the research is as expected by the 
researcher after reading the reference journal. The problem that will be solved in this study is to 
make the right CNN architecture in classifying Tuberculosis diseases found in the human lung, 
there are 2 X-ray image labels namely Normal and Tuberculosis which will be tested for the 
accuracy of the architecture. To find out the problems that occurred in the writing of this final 
project, the authors conducted a literature study on previous research to explore information. 

The two researchers collected data sets that can be used at this research stage, the data 
affect the test results. This dataset has a total data of 4200 X-ray images with a total image size 
of 512 x 5125 x 1 pixel. Can be seen in Figure 1 are 4 images of Normal X-Ray Images and in 
Figure 2 are 4 images of Xray Images of Tuberculosis. 
 

 
 

The third is the distribution of the dataset, this needs to be done so that the data set can 
be following the architecture that will be built by the researcher. Researchers have provisions with 
the amount of data owned as much as 4200, the dataset will then be divided into 3 parts, namely 
80% training data with a total of 3360 training images, 10% test data with a total of 420 test 
images, and 10% testing data with a total test image of 420. 

Fourth is the use of augmented data, this technique is needed so that the architecture to 
be processed has the same image with several parameters determined by the researcher such 
as rotating the image randomly (rotation range), resizing the image (resizing), changing the raster 
value range (rescale), change the width shift range, change the height shift range, change the 
shear range, change the zoom range and flip horizontal. 

 

 
 

The fourth is to implement several architectural models that will be used in this research. 
The researcher defines the input image by specifying the size of 100x100 with 4 main layers. The 
first layer uses the Conv2D function with (filters 64, kernel_size 3x3, padding 'same'). The second 
layer uses the Conv2D function with (filters 64, kernel_size 3x3, padding 'same'), MaxPooling2D, 
and Dropout. The third layer uses the Conv2D function with (filters 64, kernel_size 3x3, padding 
'same'). The fourth layer uses the Conv2D function with (filters 64, kernel_size 3x3, padding 
'same'), MaxPooling2D, and Dropout. And Fully Connected layer with conditions (Dense 512, 
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BatchNormalization, Dropout 25%, Dense 2). In each layer, the activation function used is the use 
of 'Elu' and 'Relu' and the optimization function used is 'SGD' and 'Adam'.  

The fifth is Evaluation Result, which is looking at the test scenario by comparing the 
accuracy value of the model proposed in this study with the method proposed by previous 
researchers. The evaluation also looks at Plotting Accuracy, Plotting Loss, Classification Report, 
and Confusion Matrix Test. Plotting Accuracy and Plotting Loss will use a plotting technique using 
the pyplot library so that it will form a graph that can be seen and compared by researchers. The 
Classification Report will use techniques from the sklearn library by comparing the predicted 
model to the Test class so that the output will see the predictions (precision, f1-score, recall, 
accuracy) for the 2 class results in this model (Tuberculosis, Normal). Then the Confusion Matrix 
uses the Sklearn matrix technique so that it will form a table that is predicted to be True Positive, 
False Positive, False Negative, and True Negative. In the results of this evaluation, it can be seen 
how far the model can study the image well through the scenarios that have been built. 

 
 Nilai Sebenarnya 

True False 
NILAI PREDIKSI TRUE TP FP 

FALSE FN TN 
 
3. Results and Discussion 

Researchers built 4 models with different architectures, the models built had been 
determined by the researchers, starting with the stages of the data collection process until the 
evaluation results. The differentiators in each model built are the activation functions in each layer 
'elu' and 'relu', the use of data augmentation, and the optimizer functions 'SGD' and 'Adam'. From 
several architectural models that were built, the researchers analyzed the results based on the 
needs that have been achieved in each model. 

 
3.1 Scenario Results Model 1 

In the scenario stage, the first test model uses an augmentation process and does not 
use hyper parameter tuning and at the modeling stage, it uses the Adam optimizer function. When 
the model can be studied, the researcher then analyzes the model such as accuracy, precision, 
recall confusion matrix. The first model test has 329,282 parameters which consist of 4 
convolutional layers. The first layer uses the 64 kernel with the Relu activation function. The 
second layer uses kernel 64 with Relu activation function and Maxpooling2D and 25% dropout. 
The third layer uses a 128 kernel with Relu activation. The fourth layer uses 128 kernels with Relu 
activation functions and Maxpooling2D and 25% dropout. Has 1 Fully Connected Layer of 512 
with Relu activation function, Batch Normalization, 25% dropout, output layer using softmax 
activation function. 

 

 



ISSN: 2714-7975; E-ISSN: 2716-1382 

REPOSITOR, Vol. 5, No. 4, November 2023: 931-938 

 
 
                    

 

934 

 
 
3.2 Scenario Results Model 2 

At this stage is a test scenario with a CNN model that uses an augmentation process and 
uses hyper parameter tuning and the optimizer function in the modeling is SGD. In this model 2 
scenario, analyze the model such as accuracy, precision, recall, and confusion matrix. In the first 
model scenario, it has 329,282 parameters consisting of 4 convolutional layers with the number 
of kernels 64(Conv-1 and Conv-2), 128(Conv-3 and Conv-4), and the kernel size used is 3 x 3, 2 
max-pooling layer with a size of 2 x 2 then followed by 1 fully connected layers, namely FC-1 of 
512, at the output layer using the softmax activation function. The activation function (Elu) as a 
hyper parameter tunning is used in all hidden layers except for the output layer. Dropout layers 
were added to layers 2 and 4 after max-pooling layers by 25% and fully connected layers for 
dropouts were used by 25%. 

 

 

 
 
3.3 Scenario Results Model 3 

At the stage of the 3rd model testing scenario, it does not use the augmentation process 
but uses the method of using binary processing data consisting of gathering data with the 
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provisions that the train data and test data are resized (100,100) and the training data is resized 
(3360, 100,100,3) , Train label ( 3360), Test data(420,100,100,3), Test label(420) data. Then 
enter the Normalization and Labeling Encoder stages. In this scenario, the model still uses the 
Hyperparameter Tunning method with the same provisions, namely the use of the 'elu' activation 
function with a total of 328,769 parameters consisting of 4 layers which are the same as the 2nd 
model scenario ending with 1 Fully Connected Layer with the activation function of the output 
layer being 'Sigmoid'. '. 

 

 

 
 
3.4 Scenario Results Model 4 

At this stage of the fourth scenario, the test model uses an augmentation data process 
using an image data generator in accordance with the wishes of the researcher and the optimizer 
function used is Adam. The process of using the layer that will be applied to this model is the 
same as the implementation and implementation of the previous model, namely the first layer 
using the 64 kernel with the elu activation function. The second layer uses kernel 64 with elu 
activation function and Maxpooling2D and 25% dropout. The third layer uses a kernel numbering 
128 with elu activation. The fourth layer uses a kernel totaling 128 with elu activation functions 
and Maxpooling2D and 25% dropout. Has 1 Fully Connected Layer of 512 with elu activation 
function, BatchNormalization, 25% dropout, output layer using softmax activation function. 
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3.5 CNN Model Performance Comparison 

Researchers examined 4 models built with different architectures, researchers wanted the 
model built to produce better accuracy and efficient use of data in detecting Tuberculosis disease. 
From the four models that have been studied, it can be seen that the second model is the best 
model because hyperparameter tuning and the use of augmented data and the right optimizer 
function can reduce the amount of overfitting. 

 
Factor(s) Values 

Jumlah Convolutional + elu layers 1,2,3,4 
Kernel Convolutional layer 64, 128 
Jumlah dropout layers 2,4 
Epoch 100 
Pooling layers Max Pooling 
Batch_size 32 
Dropout rate 0.25 
Optimizers SGD 

 
In the table above is the model used in previous journals which became the main reference 

for modeling and the researcher also tried modeling with the 'elu' data augmentation architecture. 
The 'elu' function in each layer(Conv1-4) with kernel_size in each layer(3,3), filters 64 for (Conv 
1-2), filters 128 for (Conv 3-4), removing batchnorm in each layer and replaced batchnorm on 
Fully Connected Layer, Maxpooling on layer(Conv2 and Conv4). The dropout technique is found 
on the hidden layer (Conv2 and Conv4) and the dropout technique on the Fully Connected layer 
is 25%. 
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In the table below is a comparison of the performance of models 1 to 4 using the confusion 

matrix method that has been defined in each model and of course it has been calculated 
systematically against the model that has been built. 

 

Performa (%) Model Klasifikasi 
1 2 3 4 

Accurcy 70% 97% 97% 72% 
Precission 81% 100% 97% 84% 

Recall 83% 96% 99% 82% 
F1-Score 81% 97% 97% 82% 

 
From the table above by calculation using accuracy ( !"#!$

!"#!$#%"#%$
) , precission ( !"

!"#%"
) , 

recall ( !"
!"#%$

) , f1-score (2 ∗ ('()*++∗-'())./01)
('()*++#-'())./01)

) it can be concluded that the design of the 2nd and 
3rd models is the best model. The second model uses hyperparameter tuning and an image data 
generator following the wishes of the researcher with the use of the SGD optimizer function and 
the graph plotting results show that it can suppress overfitting. While the 3rd model does not use 
an image data generator and only uses the same tuning hyperparameter as the previous model, 
resulting in an accuracy performance that is also almost close to the 2nd model, but when the 
model is running, there is overfitting between the train data and the test data so that even though 
the accuracy shown can match the 2nd model but cannot be said to be a perfect model. The 1st 
model is a modeling that is almost the same as the previous writing reference, namely the 
definition of layers by removing batch normalization in the main layer, using the 'relu' layer in each 
layer and using Adam in the optimization function. However, the first model has not been able to 
achieve the performance expected by the researchers. While the 4th model is a comparison 
model to the 2nd model with the use of augmented data and the 'elu' layer and in the optimization 
function there is a difference where the 2nd model uses 'SGD' and the 4th model uses 'Adam. 
From the results of the scenario that has been built the 4th model has not been able to achieve 
the desired performance of the researcher. 

 
4. Conclusion 

Based on the testing of several scenarios carried out by researchers by looking at the 
modeling structure built by previous researchers, several analyzes will be presented by this time 
researcher. First, the use of data augmentation/image data generator and the use of hyper 
parameter tunning ('elu') and the optimizer function 'SGD' can produce good performance and 
the graphs are shown in a stable condition. Second, the use of augmented data/image data 
generator with the same modeling structure by using the 'relu' function in each layer and the 'SGD' 
optimizer function does not produce maximum performance and the graph shows that the model 
built is in an overfitting condition. The third use of data augmentation/image data generator with 
the use of hyperparameter tunning('elu') and optimizer 'Adam' has not been able to produce 
optimal modeling. 

Therefore, in determining the optimal modeling, it is necessary to pay attention to several 
modeling indicators that will be built and developed by researchers. From the various models that 
have been built by researchers that the use of augmented data greatly affects the results of 
modeling performance, in this condition without the use of augmented data shows that the 
modeling graph tends to be unstable compared to modeling using augmented data. The use of 
tuning hyperparameters such as the use of 'elu' and 'relu' layers greatly affects the modeling 
results. 
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