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Abstracts

The palm oil industry is currently growing rapidly, resulting in waste that still has high economic value to be processed into engineering materials. Along with the development of various innovations in the world of materials for the utilization of empty palm fruit bunches which can be used as composites for various types of materials, however, before producing widely it is necessary to carry out tensile tests and bending tests of these composites. Artificial Neural Network (ANN) can help reduce the time and cost involved in testing composites. Artificial Neural Network (ANN) or artificial neural network is a computational model inspired by the human nervous system in solving problems. where researchers and operations gain knowledge from the knowledge of biological nerve cells in the brain. After conducting prediction trials it is found that the values ​​that come out are close to the target data which can be used as a reference for predictive data, and the graphical data of predictive data shows that the probability of failure is small, only around 1, 6181e-13 at epoch 83.
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Abstrak

Industri kelapa sawit saat ini berkembang semakin pesat, sehingga menghasilkan limbah yang masih mempunyai nilai ekonomis tinggi untuk diolah menjadi material teknik. Seiring dengan adanya berbagai pengembangan inovasi dalam dunia material untuk pemanfaatan tandan kosong kelapa sawit yang dapat digunakan sebagai komposit untuk berbagai jenis material, akan tetapi sebelum memproduksi secara luas perlu adanya pengujian Tarik serta pengujian bending dari komposit tersebut. Artificial Neural Network (ANN) dapat membantu mengurangi waktu serta biaya yang diperlukan dalam pengujian komposit. Artificial Neural Network (ANN) atau jaringan saraf tiruan merupakan model komputasi yang terinspirasi dari system saraf manusia dalam memecahkan masalah. dimana peneliti and operasi di mendapatkan ilmu dari pengetahuan tentang sel saraf biologis didalam otak.Setelah dilakukan uji coba prediksi didapatkan bahwa nilai yang keluar mendekati data target yang dapat dijadikan acuan data prediksi, dan data grafik data prediksi menunjukan bahwa kemungkinan gagal kecil hanya sekitar 1,6181e-13 at epoch 83.

Kata Kunci : Komposit, Artificial Neural Network (ANN), Prediksi

## 1. Pendahuluan

Industri kelapa sawit saat ini berkembang semakin pesat, sehingga menghasilkan limbah yang masih mempunyai nilai ekonomis tinggi untuk diolah menjadi material teknik [1]. Tandan kosong kelapa sawit (TKKS) merupakan hasil sisa industri kelapa sawit yang belum termanfaatkan dengan baik [2]. Seiring dengan adanya berbagai pengembangan inovasi dalam dunia material untuk pemanfaatan tandan kosong kelapa sawit yang dapat digunakan sebagai komposit, pemanfaatan tandan kosong kelapa sawit dalam material bukan hanya berguna dalam mengurangi limbah dan menjaga lingkungan [3]. Akan tetapi sebelum memproduksi secara luas perlu adanya pengujian Tarik serta pengujian bending dari komposit tersebut [4]. Pengujian ini memerlukan waktu yang cukup lama serta biaya yang lumayan besar dengan menggunakan metode konvensional [5]. Oleh sebab itu penggunaan teknologi yang lebih efektif seperti penggunaan *Artificial Neural Network* (ANN) dapat membantu mengurangi waktu serta biaya yang diperlukan dalam pengujian komposit [6].

Komposit adalah bahan yang terdiri dari dua atau lebih material yang berbeda yang disatukan secara fisik maupun kimia sehingga menciptakan material baru yaitu komposit dengan sifat dan karakteristik yang berbeda dari material-material sebelumnya [7].

*Artificial Neural Network* (ANN) atau jaringan saraf tiruan merupakan model komputasi yang terinspirasi dari system saraf manusia dalam memecahkan masalah [8]. Jaringan saraf tiruan (Artificial Neural Network) atau biasa disebut ANN adalah metode analisis dimana peneliti and operasi di mendapatkan ilmu dari pengetahuan tentang sel saraf biologis didalam otak [9].*Artificial Neural Network* memiliki beberapa jenis arsirektur jaringan saraf buatan seperti yang digunakan dalam penelitian ini adalah *Artificial Neural Network Radial* (ANN Radial) [10]. ANN *Radial* pertama kali dikembangkan pada tahun 1980-an yang didasarkan pada konsep fungsi bassis radial (*Radial Basis Function*/RBF) yang digunakan dalam matematika dan pemrosesan sinyal[11]. ANN Radial terdiri dari 3 lapisan: lapisan masukan, lapisan tersembunyi, dan lapisan keluaran. Lapisan masukan berfungsi menerima data masukan, lapisan tersembunyi melakukan proses pembelajaran dengan menggunakan fungsi basis radial untuk menghitung jarak antara data masukan dengan pusat setiap *neural* dalam lapisan tersembunyi, dan lapisan keluaran menghasilkan prediksi berdasarkan bobot yang diperoleh dari lapisan tersembunyi[12].

Jaringan saraf manusia memiliki 3 elemen dasar [13] seperti:

**1.1 Himpunan Penghubung**

Himpunan penghubung, merupakan kumpulan unit-unit yang dihubungkan dengan satu jalur koneksi. Jalur tersebut memiliki bobot yang berbeda. Bobot yang memiliki nilai positif akan memperkuat sinyal sedangkan bobot yang memiliki nilai negatif akan memperlemah sinyal. Jumlah, struktur dan pola hubungan antar unit-unit tersebut bakal menentukan arsitektur jaringan yang terbentuk.

**1.2 Fungsi Penjumlah**

Fungsi penjumlah merupakan sebuah unit yang bakal menjumlahkan input-input sinyal yang sudah dikalikan dengan bobot masing-masing.

**1.3 Fungsi Aktifasi**

Fungsi aktifasi adalah sebuah fungsi transfer yang berguna untuk menyesuaikan output yang dihasilkan oleh sistem jaringan syaraf sehingga sesuai dengan target. Dengan demikian jaringan menjadi lebih powerfull dalam mengenali pola.

ANN bermula dari gagasan para ilmuan yang mengamati bahwa sistem kerja otak manusia sama dengan sistem pemrosesan peralatan computer [14]. Pada tahun 1943, rancangan model formal *neural* pertama diperkenalkan oleh McCulloch dan Pitts [15]. Seterusnya pada tahun 1949, Hebb mengusulkan sebuah rancangan atau skema pembelajaran untuk memperbaiki jaringan-jaringan antar *neural* atau proses yang dilakukan oleh *neural* [16].

*Artificial Neural Network* (ANN) merupakan representasi buatan dari sistem jaringan jaringan saraf otak manusia yang selalu mencoba mensimulasikan proses pembelajaran dari otak manusia [17]. Istilah *Artificial* digunakan karena jaringan saraf diimplemantasikan dengan menggunakan program komputer yang mampu menyelesaikan sejumlah proses perhitungan selama proses pembelajaran [18].

Persamaan umum ANN seperti berikut [19] :

*Y = ƒ( Wn . Xn)*

Dengan:

*Y* : Output prediksi

*W*n : Bobot korespodensi

*Xn* : Input parameter

Ƒ : Fungsi transfer yang digunakan ( fungsi sigmoid)

Ƒ(χ) = $\frac{1}{1+e^{-χ}}$



Gambar . Radial Basis Function

Dari gambar Arsitektur Radial Basis Function Neural Network diatas dilihat bahwa radial basis function memiliki bentuk struktur berlapis. Terdapat 3 lapisan pada struktur radial basis function [20], yaitu:

Lapisan pertama disebut input layer yang berisi titik (node) yang disusun dari variabel prediktor sebanyak *R*0.

Lapisan kedua disebut hidden layer yang terdiri dari hidden unit. Setiap hidden unit merupakan fungsi radial basis yang dinotasikan sebagai φᵢₖ.

 Pada lapisan ketiga terdapat output layer yang terdiri dari unit tunggal yang linier.

## 2. Metodologi

**2.1 Tempat dan Waktu Penelitian**

Pada proses pembuatan spesimen maupun proses pendataan dari hasil uji tarik dan uji bending dilakukan di labolatorium Teknik Mesin Universitas Muhammadiyah Kalimantan Timur dan waktu penelitian dimulai dari tanggal 15 November 2022 hingga 20 Januari 2023. Kegiatan penelitian dimulai dengan menyiapkan alat dan bahan, selanjutnya mengelola data dan melakukan prediksi dengan menggunakan Artificial Neural Network.

**2.2 Metode Penelitian**

Materi pokok di penelitian ini adalah melakukan prediksi kekuatan komposit serat tandan kosong kelapa sawit (TKKS). Pemodelan ini menggunakan Jaringan Syarat Tiruan ( Artificial Neural Network) dengan metode Backpropagation menggunakan perangkat lunak Matlab. Terdapat beberapa alat yang digunakan dalam penelitian ini adalah Labtop yang telah terpasang Matlab. Berikut terdapat langkah – langkah yang dilakukan penulis untuk melakukan penelitian:

1. Mengumpulkan data – data hasil uji bending pada komposit serat tandan kelapa sawit.

2. Membuat permodelan di Matlab dengan metode back propagation, yang mana didalam permodelan Matlab itu sendiri dengan fitur Script untuk membuat suatu jaringan syaraf.

3. Permodelan dalam bentuk data pelatihan, pengujian dan prediksi yang dimasukan pada Matlab dan diinputkan adalah data hasil pengujian uji tarik yang telah dikumpulkan.

4. Dari hasil pengujian tarik pada serat tandan kosong kelapa sawit dengan jaringan syaraf tiruan dItemukan errornya dengan data hasil prediksi kekuatan uji tarik pada aplikasi MATLAB.

**2.3 Data Penelitian**

 Berdasarkan dari hasil penelitian yang pernah dilakukakan, maka pada penelitian yang akan dilakukan saat ini adalah menggunakan serat tandan kosong kelapa sawit untuk dijadikan komposit. Jumlah Fraksi volume pada setiap benda uji yaitu 20%, 40%, dan 60% yang terdapat dalam tabel dibawah:

Table 1. Data Uji Bending

|  |  |
| --- | --- |
| Fraksi Volume | Beban Bending Maksimal |
| 20% | 7.5466 N/mm2 |
| 40% | 12.3466N/mm2 |
| 60% | 9.84N/mm2 |

## 3. Hasil dan Pembahasan

Hasil pengumpulan data pengujian uji bending pada komposit serat tandan kelapa sawit menggunakan pemodelan jaringan syaraf tiruan dengan metode backpropagation.

**3.1 Data Latihan**

Penelitian ini menggunakan software Matlab yang berfungsi untuk memprediksi nilai (Mean Squared Error) MSE, dengan melakukan pengolahan data awal dengan dilakukannya proses pelatihan. Proses ini merupakan hal yang penting dilakukan untuk menentukan keberhasilan data dalam proses penelitian.

****

Gambar . Eksekusi Neural Network

Gambar 2 menunjukan inputan sesuai dengan data fraksi volume pada komposit serat tandan kelapa sawit. Terdapat pula data hasil pengujian bending menggunakan uji konvensional serta 1 layer output untuk manampilkan hasil dari inputan yang telah dilakukan.



Gambar . Grafik Regresi

Gambar 3 merupakan hasil dari nilai Regresi dan Korelasi, nilai tersebut digunakna untuk menampilkan tingkat hubungan antar variabel, berfungsi juga untuk menentukan faktor keterpengaruhan antar variabel. Grafik regresi tersebut menghasilkan nilai Korelasi 0,596, nilai tersebut berkaitan dengan variabel yang diteliti. Jika nilai kolerasi tersebut di kuadratkan maka akan menghasilkan nilai Regresi sebesar 0,63. Nilai yang ditampilkan tersebut dikatakan baik dan dapat dilanjutkan untuk proses penelitian.



Gambar . Grafik MSE (Mean Square Error)

Gambar 4 memiliki nilai MSE rata-rata dari kesalahan kuadrat antara nilai aktual dan nilai peramalan. Metode MSE ini bertujuan untuk melihat perkiraan nilai kesalahan. Nilai MSE yang sedikit atau nilainya hampir nol membuktikan hasil dari prediksi sesuai dengan data dan dapat dijadikan sebagai perhitungan prediksi. Pada grafik diatas menunjukan nilai 1,618, maka dari itu nilainya cocok dengan nilai Korelasi yaitu 0,596, serta memiliki nilai Regresi sebesar 0,63. Maka dari itu data yang dikumpulkan memenuhi nilai pelatihan.

Table 2. Data Hasil Prediksi

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Fraksi Volume | Lama Perendaman | Hasil ujiBending | Prediksi | Error |
| 20% | 2  | 7.5466 | 7.8456 | 79 x 10-5 |
| 30% | 4  | 12.3466 | 12.879 | 79 x 10-5 |
| 40% | 6  | 9.84 | 10.35 | 79 x 10-5 |

Sedangkan untuk grafik bisa dilihat seperti dibawah menghasilkan bahwa data prediksi memiliki nilai yang sangat kecil dengan target awal.

## 4. Kesimpulan

Setelah dilakukan uji coba prediksi didapatkan bahwa nilai yang keluar mendekati data target yang dijadikan acuan untuk data prediksi,dan juga data prediksi menujukan bahwa kegagalan yang terjadi sangat kecil kemungkinannya hanya sekitar 1.6181.Predksi mengunakan ANN mendapatkan hasil yang memuaskan karna hasil dari prediksi tidak terlalu jauh dan dapat digunakan untuk penelitian selanjutnya.
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